ON THE ARTIFICIAL COMPRESSION METHOD FOR SECOND-ORDER NONOSCILLATORY CENTRAL DIFFERENCE SCHEMES FOR SYSTEMS OF CONSERVATION LAWS
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Abstract. The recently proposed high-order central difference schemes for conservation laws have a tendency of smearing linear discontinuities. In principle, Harten’s artificial compression method (ACM) could be used to improve resolution. We analyze why this approach has not yet been used successfully and derive a more powerful version of the ACM based on a rigorous estimate of the total variation. We discuss the potential danger of overcompression and point out directions of future algorithmic development.
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1. Introduction. The most successful and popular methods for computing solutions of hyperbolic systems of conservation laws are the upwind schemes originated by Godunov (1959) [4] and extended to second-order accuracy by van Leer (1979) [23]. A one-dimensional characteristic decomposition of the data makes it possible to update each wave-component of the solution in a stable and accurate manner. An alternative to the Godunov-type upwind schemes is the Lax–Friedrichs central difference scheme, first introduced in 1954 by Lax [11], which was extended to second-order accuracy by Nessyahu and Tadmor in 1990 [17]. Since central schemes apply no characteristic information or Riemann solvers, they yield compact, efficient computer code and can in principle be used as black-box solvers. This attractive simplicity has led to a widespread revival of the central schemes; see, for example, [16, 13] (third- and fourth-order), [1, 7] (two-dimensional Cartesian grids), [3, 2] (two-dimensional triangular grids), [10, 8] (nonstaggered grids), and [15, 19, 22] (applications to relaxation systems, semiconductors, granular flows).

Numerical experiments in [17] show that the Lax–Friedrichs-type second-order central difference schemes resolve both smooth waves and shocks (almost) as sharply as comparable second-order upwind schemes. On the other hand, a common criticism of second-order central difference schemes is that they smear linear discontinuities more than Godunov-type upwind schemes. In their original paper, Nessyahu and Tadmor [17] suggest two compression techniques to improve the resolution of linear waves.
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The first version is a corrector step suggested by Harten which basically solves an inverse diffusion equation after every time-step. Since this step is applied to the full system, it may prevent the physically correct spreading of rarefaction waves. This may lead to entropy violating shocks.

The second technique—also inspired by Harten [5, 6]—starts with a Roe-type characteristic decomposition of the numerical data [18]. A switch function should detect corners of linear discontinuities. Near these corners, a steeper (i.e., compressive) reconstruction is applied to the linear fields only. In the following, we will call this approach the artificial compression method (ACM). The advantage of ACM over the inverse diffusion technique is that it avoids entropy violating shocks, which can only occur in the nonlinear fields.

In their paper [17], Nessyahu and Tadmor do not show numerical experiments with this second version of ACM. This gap is the starting point of the present paper.

In the following we will analyze the ACM for the linear scalar advection equation. We show that in this context it is equivalent to the standard second-order Nessyahu–Tadmor scheme with a certain limiter function. This limiter is a special case of a one-parameter family of limiters. Another member of this family is van Leer’s limiter function, which is not compressive. We show that Harten’s version of ACM as described in [17] is even less compressive than van Leer’s limiter.

A sharp estimate of the total variation (TV) allows us to derive the range of TVD (TV diminishing) limiters, among them limiters that are much more compressive than van Leer’s. Numerical experiments confirm the impressive power of these limiters.

However, this is not the end of the story: the power of the ACM is also its potential weakness. Smooth linear waves may be overcompressed into piecewise linear ones with sharp corners, or even into step functions. The class of limiters used, which depends on the quotient of left-sided and right-sided differences of the cell averages, cannot distinguish between corners of a step, where compression should be applied, and smooth extrema, where it should not be used.

We would like to mention that for the nonstaggered central-upwind scheme [8], Kurganov and Petrova [9] have developed a different technique to sharpen linear waves, but they have not discussed the risk of overcompression for their approach. Our approach is more closely related to the one analyzed by Sweby [21] in the context of upwind schemes, and our numerical results and conclusions are comparable to his.

The outline of the paper is as follows. In section 2 we derive sufficient TVD conditions for second-order central schemes using Sweby-type limiters for the linear advection equation. In section 3, we show that for the linear advection problem, Harten’s ACM falls into the class of schemes considered in section 2, so the TVD conditions derived there can be used to increase the compression of the ACM while preserving TVD stability. In section 4, we single out a parameter which seems to allow a classification of limiters into dissipative, well-balanced, compressive, and overcompressive ones. We propose a class of modified Superbee limiters based on this parameter. Numerical experiments, for both central and upwind schemes, back up the suggested classification. In section 5, we present numerical experiments for the system of the Euler equations which show remarkable resolution of rapidly varying linear waves. We conclude our paper by pointing out directions for future algorithmic improvement in section 6.

2. TVD analysis for central difference schemes. To make our point as transparent as possible, we assume that the standard characteristic decomposition has already been carried out. Hence we restrict our attention to the one-dimensional,
linear, scalar advection equation

\[(1)\quad u_t + f(u)_x = 0,\quad f(u) = au.\]

The Nessyahu–Tadmor scheme can be written in the general conservative staggered form

\[(2)\quad u_{i+\frac{1}{2}}^{n+1} = \frac{1}{2}(u_i^n + u_{i+1}^n) - \lambda(g_i^n - g_{i+1}^n),\]

where \(u_i^n\) approximates the cell average over the \(i\)th cell \([(i - \frac{1}{2})\Delta x, (i + \frac{1}{2})\Delta x]\) at time \(t^n = n\Delta t\), the update \(u_{i+\frac{1}{2}}^{n+1}\) approximates the cell average over the staggered cell \([i\Delta x, (i + 1)\Delta x]\) at time \(t^{n+1}\), and the numerical fluxes are

\[(3)\quad g_i^n = f(u_i^{n+\frac{1}{2}}) + \frac{1}{8\lambda}u'_i.\]

Here \(\lambda = \frac{\Delta t}{\Delta x}\) and \(u_i^{n+\frac{1}{2}}\) is an intermediate value obtained by the predictor step

\[(4)\quad u_i^{n+\frac{1}{2}} = u_i^n - \frac{\lambda}{2}f'_i.\]

The values \(u'_i\) and \(f'_i\) are numerical approximations of the derivatives \(\Delta x u_x\) and \(\Delta x f(u)_x\) over the \(i\)th cell at time \(t^n\) and will be specified below.

The lemma of Nessyahu and Tadmor carries over Harten’s TVD result [6, Lem. 2.2] to the staggered schemes.

**Lemma 2.1.** The scheme (2)–(4) is TVD if

\[(5)\quad \lambda|g_{i+1} - g_i| \leq \frac{1}{2}|u_{i+1} - u_i|.\]

For the proof, see [17, Lem. 3.1]. Here and in the following we omit the superscript \(n\) if no misunderstanding is possible. Now let

\[\nu := \lambda a\]

be the Courant number. Throughout the following, we always assume that the time-step satisfies the Courant–Friedrichs–Lewy (CFL) condition

\[(6)\quad |\nu| \leq \frac{1}{2}.\]

Note that (5) is the discrete analogue of (6). Now we use the linearity of the flux function to simplify the scheme:

\[(7)\quad \lambda g_i^n = \nu u_i^n + \frac{1 - 4\nu^2}{8}u'_i.\]

Therefore,

\[\lambda(g_{i+1}^n - g_i^n) = \left(\nu + \frac{1 - 4\nu^2}{8} \frac{u'_{i+1} - u'_i}{u_{i+1} - u_i}\right)(u_{i+1} - u_i).\]
Lemma 2.1 implies that the scheme (2), (7) will be TVD provided that
\[ |\nu + \frac{1 - 4\nu^2}{8} \frac{u_{i+1} - u_i}{u_{i+1} - u_i} | \leq \frac{1}{2}. \]

In the following we consider reconstructions of the form
\[ u'_i = \phi(r_i)(u_i - u_{i-1}), \]
where
\[ r_i = \frac{u_{i+1} - u_i}{u_i - u_{i-1}}. \]

The Lipschitz-continuous function \( \phi \) is called the limiter; see Sweby (1984) [21]. We will sometimes call it a Sweby-type limiter to stress that it depends only on the ratio \( r_i \). We require that the limiters satisfy the symmetry condition
\[ \phi(r) = r\phi\left(\frac{1}{r}\right). \]

Therefore, we can also express the numerical derivative \( u'_i \) in terms of the right-sided differences:
\[ u'_i = \phi\left(\frac{1}{r_i}\right)(u_{i+1} - u_i). \]

**Lemma 2.2.** The scheme (2), (7), (9) is TVD if
\[ \phi(r) = 0 \quad \text{for} \quad r \leq 0 \]
and
\[ 0 \leq \phi(r) \leq \frac{4}{1 + 2|\nu| \min(r, 1)} \quad \text{for} \quad r > 0. \]

Conditions (13)–(14) are the staggered-grid analogue of Sweby’s TVD condition [21, eq. (3.12)].

**Proof.** Suppose that \( u^n_i = u^n_{i+1} \). In this case (9) and (12) imply that \( u'_i = u'_{i+1} = 0 \) and hence \( g^n_i = g^n_{i+1} \). This implies (5).

Now suppose \( u^n_i \neq u^n_{i+1} \). We will verify that (13) and (14) imply (8). From (9) and (12),
\[ \frac{u'_{i+1}}{u_{i+1} - u_i} = \phi(r_{i+1}) \]
and
\[ \frac{u'_i}{u_{i+1} - u_i} = \phi\left(\frac{1}{r_i}\right). \]

From (13) and (14),
\[ 0 \leq \phi(r_{i+1}), \phi\left(\frac{1}{r_i}\right) \leq \frac{4}{1 + 2|\nu|}. \]
so

\[
\frac{|u_{i+1}^l - u_i^l|}{u_{i+1}^l - u_i^l} = \left| \phi(r_{i+1}) - \phi \left( \frac{1}{r_i} \right) \right|
\leq \max \left( \phi(r_{i+1}), \phi \left( \frac{1}{r_i} \right) \right)
\leq \frac{4}{1 + 2|\nu|}
\]

and

\[
\left| \nu + \frac{1 - 4\nu^2}{8} \frac{u_{i+1}^l - u_i^l}{u_{i+1}^l - u_i^l} \right| \leq |\nu| + \frac{(1 - 2|\nu|)(1 + 2|\nu|)}{8} \frac{4}{1 + 2|\nu|}
\]

\[
= |\nu| + \frac{1}{2} - |\nu| = \frac{1}{2}.
\]

This implies (8) and hence the TVD-property.

If we set \(4/(1 + 2|\nu|)\) to its minimal value of 2 (obtained for \(|\nu| = 0.5\)), then these conditions coincide with the TVD-constraints of Sweby for nonstaggered schemes. Recall that these limiters lead to second-order accurate schemes away from extrema if

\[
\phi(1) = 1.
\]

To this, we would like to add the stricter accuracy condition

\[(\phi(r) - 1)(\phi(r) - r) \leq 0,\]

which is equivalent to requesting that the resulting slope will be a convex combination of the left-sided and right-sided difference quotients. Of course, (16) implies (15). Examples of second-order accurate TVD limiters are van Leer’s limiter,

\[
\phi^{VL}(r) := \frac{r + |r|}{1 + |r|},
\]

the family of MM limiters (MM\(\theta\)),

\[
\phi^{MM}(r) := \max \left\{ 0, \min \left\{ \theta r, \frac{1 + r}{2}, \theta \right\} \right\}
\]

for \(1 \leq \theta \leq 4/(1 + 2|\nu|)\), and the family of Superbee limiters (SB\(\theta\)),

\[
\phi^{SB}(r) := \max \{0, \min \{\theta r, 1\}, \min \{r, \theta\}\},
\]

again for \(1 \leq \theta \leq 4/(1 + 2|\nu|)\). All these limiters are plotted in Figure 1 along with the “second-order TVD” region of Sweby and the TVD region of Lemma 2.2.

In Figure 2 we show the approximation to the solution of the linear advection equation (1) with \(a = 1\) and periodic initial data on the unit interval. The approximations are computed using various limiters and CFL number \(\nu = 0.2\). The initial data in the left column are the step function

\[
u_0(x) := \begin{cases} 
1 & \text{for } 0 \leq x < 0.5, \\
3 & \text{for } 0.5 \leq x < 1
\end{cases}
\]
Fig. 1. Sketch of MinMod, van Leer’s, and Superbee limiters. Light shaded area gives TVD region for $\nu = 0.2$ (see Lemma 2.2), and dark shaded area “the second-order TVD” region of Sweby.

Fig. 2. Computations of a periodic step (left column) and a sine wave (right column) using various limiters. 160 points, 20 periods (16000 time-steps), CFL = 0.2. From top to bottom: MinMod1, Van Leer’s, Superbee2.

and in the right column the sine wave

$$u_0(x) := 2 + \sin(2\pi x).$$

Note that while it may be desirable to choose a larger CFL number, say 0.4, for the problem at hand, the lower CFL number here is motivated from gas dynamics. There the time-step is calculated using the fastest wave speed, which occurs in the nonlinear acoustic wave. If the Mach number is around unity (i.e., $|v| \approx c$), then the speed $|v|$ of the linear field is only half that of the faster nonlinear speed $|v| + c$, so the effective
CFL number for the linear field will be only one half that of the overall algorithm. We compute 20 temporal periods using 160 grid points. This corresponds to 16000 time-steps.

Clearly, all computations are TV stable. For the MinMod (= MinMod1) and van Leer’s limiters the numerical results are dominated by dissipation. After 20 periods, the step resembles a steep but smooth wave. As time proceeds, the solution will become more and more smeared. Compare the results for the Superbee (= Superbee2) limiter. Here the step is resolved within a few mesh points, and it does not spread with time. On the other hand, the smooth sine wave has developed two corners near the extrema for the Superbee limiters. Clearly, the challenge lies in designing reconstructions that work well both for smooth and discontinuous solutions.

3. Harten’s ACM. The question of designing reconstructions that work well both for smooth and discontinuous solutions was treated in 1983 by Harten [6]. In his ACM he starts the reconstruction with the standard MinMod limiter. To this, he adds an additional contribution near the corners of a jump-discontinuity, making the limiter compressive. The core of the ACM is a switch-function that quantifies how much compression may be used. The resulting reconstruction reads as

$$u_i' = \text{MM}(u_{i+1} - u_i, u_i - u_{i-1}) + \theta_i \text{MM}(\sigma_{i+\frac{1}{2}}(u_{i+1} - u_i), \sigma_{i-\frac{1}{2}}(u_i - u_{i-1})),$$

where \(\text{MM}(a, b) := \phi^M_1(\frac{a+b}{2}) \cdot b\). The switch \(\theta_i\) is given by

$$\theta_i = \frac{|u_{i+1} - 2u_i + u_{i-1}|}{|u_{i+1} - u_i| + |u_i - u_{i-1}|}.$$

The parameters \(\sigma_{i+\frac{1}{2}}\) are given as

$$\sigma_{i+\frac{1}{2}} = \sigma(\nu_{i+\frac{1}{2}}),$$

where \(\nu_{i+\frac{1}{2}}\) is the local CFL number. In the linear advection case considered in this section, \(\nu_{i+\frac{1}{2}} \equiv \nu\). In order to obtain a TVD bound for his scheme, Harten [6, eq. (5.1)] requests that

$$0 \leq \sigma(\nu) \leq 1 - |\nu| - \frac{1}{2}(Q(\nu) - |\nu|^2).$$

Here \(Q(\nu)\) is the numerical viscosity of the basic numerical function used. Typical values are \(Q(\nu) = |\nu|\) or \(Q(\nu) = |\nu|^2\), the latter being the viscosity of the Lax–Wendroff flux. In any case, \(Q(\nu) \geq |\nu|^2\).

Harten suggests using

$$\sigma(\nu) = \frac{1}{2}(1 - Q(\nu)).$$

In particular, this gives

$$\sigma(\nu) \leq \frac{1}{2}(1 - |\nu|^2) < \frac{1}{2} \quad \text{for} \quad \nu \neq 0.$$

**Remark 3.1.** Note that the addition of artificial compression does not destroy the formal second-order accuracy of the underlying TVD scheme, because \(\theta_i\) is \(O(\Delta x)\) in smooth parts of the solution away from the extrema. Near extrema \(\theta_i = O(1)\), but at extrema TVD schemes can be only first-order accurate anyway.
We now use Lemma 2.2 to derive a less restrictive TVD condition on $\sigma(\nu)$. Let $r_i$ be given by (10). From (21) we obtain

$$\theta_i = \frac{|1 - r_i|}{1 + |r_i|}.$$  

Due to the symmetry assumption (11), we may restrict the discussion to the case $0 \leq r \leq 1$, so $\phi_{MM}^{1}(r) \equiv r$. Therefore, the reconstruction (20) becomes

$$u'_i = \phi_{ACM}^{\sigma}(r_i)(u_i - u_{i-1})$$  

with

$$\phi_{ACM}^{\sigma}(r) = r + \frac{1 - r}{1 + r} \sigma(\nu)r.$$  

According to Lemma 2.2 this reconstruction will be TVD if

$$0 \leq \phi_{ACM}^{\sigma}(r) \leq \frac{4r}{1 + 2|\nu|}.$$  

In terms of the function $\sigma(\nu)$, this reads as

$$0 \leq \sigma(\nu) \leq \frac{1 + r}{1 - r} \left( \frac{4}{1 + 2|\nu|} - 1 \right).$$

Taking the minimum of the right-hand side of this inequality over $r \in [0, 1]$ we obtain the following sufficient condition.

**Lemma 3.2.** The reconstruction (23) and (24) is TVD provided that

$$0 \leq \sigma(\nu) \leq \frac{4}{1 + 2|\nu|} - 1 =: \sigma_{\text{max}}(\nu).$$

Note that

$$1 \leq \sigma_{\text{max}}(\nu) \leq 3 \quad \text{for} \quad |\nu| \leq \frac{1}{2},$$

which is two to six times as much as the value of $\sigma(\nu) < \frac{1}{2}$ admitted by (22)! We will use this freedom to derive a scheme that is more compressive than the one suggested by Nessyahu and Tadmor. Suppose first that we would like to construct a TVD-limiter that is independent of the local value of $\nu$. In this case we minimize the right-hand side of (25) over $\nu \in [0, \frac{1}{2}]$ and obtain

$$\sigma(\nu) \equiv 1.$$  

**Remark 3.3.** It can easily be checked that for $\sigma = 1$,

$$\phi_{\sigma=1}^{ACM}(r) = r + \frac{1 - r}{1 + r} r = \frac{2r}{1 + r} = \phi^{VL}(r),$$

so we recover van Leer’s limiter function.

Note that the direct application of Harten’s ACM (20), (21) to the scalar linear advection equation (1) with the constraint $\sigma < 1/2$ (see (22)) would lead to a piecewise linear reconstruction which would be less steep than van Leer’s. The resulting “ACM”
scheme would smear linear discontinuities considerably more than the second-order scheme using van Leer’s limiter. Therefore, if we want to have any chance of resolving a discontinuous solution within a few mesh points in the large time range, we have to go to higher values of $\sigma$. For $1 \leq \sigma \leq \sigma_{\text{max}}(\nu)$ the family of ACM limiters may be rewritten as

$$
\phi_{\sigma}^{\text{ACM}}(r) = \begin{cases} 
0 & \text{for } r \leq 0, \\
\frac{r(\sigma+1)-r^2(\sigma-1)}{r+1} & \text{for } 0 < r \leq 1, \\
\frac{r(\sigma+1)-(\sigma-1)}{r+1} & \text{for } r > 1.
\end{cases}
$$

(26)

For $\sigma \leq 2$, $\phi_{\sigma}^{\text{ACM}}(r)$ is still monotone as a function of $r$, but it becomes nonmonotone as $\sigma$ takes values higher than 2; see Figure 3. In Figure 4, we show numerical results for our family of ACM limiters. Clearly, we see the compressive effect as $\sigma$ increases from the van Leer value of unity to larger values. Note that for $\nu = 0.2$, $\sigma_{\text{max}}(\nu) = 1.867 < 2$, so the limiter is still monotone as a function of $r$. Note that these results are more dissipative than those using the Superbee limiter in Figure 2. In Figure 5, we show the result for $\nu = 0.05$ and $\sigma = \sigma_{\text{max}}(\nu) = 2.6364$. With these parameters, the sine wave is compressed into a step function.

4. On a classification of Sweby-type TVD limiter functions. In the previous section, we have shown that for the prototype scalar linear advection equation, Harten’s ACM reconstruction is based on a particular Sweby-type limiter. Therefore the TVD-analysis of section 2 could be applied to steepen the reconstruction while maintaining the TVD-property.

We have seen in sections 2 and 3 that some limiters like $\phi_{\sigma}^{\text{SB}}$ or $\phi_{\sigma}^{\text{ACM}}$ with large $\sigma$ may overcompress smooth linear waves. It would be useful to have a criterion which makes it possible to decide if a limiter carries this risk of overcompression, without having to run a sequence of numerical experiments like those displayed in Figures 2, 4, and 5.
In the following, we suggest such a criterion and design a new class of limiters which is directly based on it.

Any second-order accurate limiter should be Lipschitz continuous and satisfy (15), i.e., $\phi(1) = 1$. Let $\tau$ be the left-sided derivative of $\phi$ at $r = 1$. Note that the symmetry condition (11) implies that

$$\phi'(r) = \phi \left( \frac{1}{r} \right) - \frac{1}{r} \phi' \left( \frac{1}{r} \right),$$

so

$$\tau := \lim_{r \to 1^-} \phi'(r) = 1 - \lim_{r \to 1^+} \phi'(r).$$

**Conjecture 4.1.** We conjecture that the compressive character of Sweby-type limiters can be classified according to the value of $\tau$ as follows.
(i) If $\tau \geq \frac{1}{2}$, the behavior will be dissipative; i.e., contact discontinuities will be smeared with time.

(ii) If $0 \leq \tau < \frac{1}{2}$, the behavior will be compressive; i.e., contacts will be resolved sharply within a few points whose number does not increase with time. Smooth extrema will be slightly compressed, resulting in continuous solutions having a kink.

(iii) If $\tau < 0$, the behavior will be overcompressive; i.e., contacts will stay very sharp, while smooth solutions will be overcompressed as time evolves, resulting in $O(1)$ step discontinuities.

We call a limiter with $\tau = \frac{1}{2}$ well-balanced.

Note that in case (i), the resulting reconstruction away from extrema of the solution will be less steep than the centered difference quotient, while in cases (ii) and (iii), it will be steeper. For a well-balanced limiter, left- and right-sided derivatives coincide at $r = 1$, and $\phi'(1) = \frac{1}{2}$. Note also that overcompressive limiters which satisfy the accuracy requirement (15) will always violate the stricter accuracy requirement (16).

We do not have a rigorous mathematical formulation and proof of our conjecture, but we can provide plenty of numerical evidence to back it up.

First let us review the limiters considered so far: For the Superbee limiters, $\tau = 0$, and for Harten’s ACM limiter, $\tau = 1 - \sigma/2$. The MinMod1 limiter and the limiter that results from Nessyahu and Tadmor’s adaptation of Harten’s ACM (using $\sigma \leq \frac{1}{2}$) fall into case (i), and numerical results are indeed very dissipative. Van Leer’s limiter as well as the $\theta$ limiters for $\theta > 1$ are well-balanced. The Superbee limiters for $\theta > 1$ and the ACM limiters $\phi_{\sigma}^{ACM}$ for $1 < \sigma \leq 2$ belong to case (ii), and the results are compressive at contacts and at smooth extrema. For $\sigma > 2$, the ACM limiters $\phi_{\sigma}^{ACM}$ belong to case (iii) and overcompression can clearly be observed numerically. Compare Figures 2, 4, and 5.

To back up Conjecture 4.1 further, we introduce a modified family of Superbee (SBM) limiters that explicitly contains the parameter $\tau$:

$$
\phi_{\theta, \tau}^{SBM}(r) := \begin{cases} 
0 & \text{for } r \leq 0, \\
\min\{r\theta, 1 + \tau(r - 1)\} & \text{for } 0 < r \leq 1, \\
r\phi_{\theta, \tau}^{SBM}(\frac{1}{r}) & \text{for } 1 < r,
\end{cases}
$$

where $\tau \leq 1 \leq \theta$. Note that

$$
\phi_{\theta, 1}^{SBM} = \phi_{\theta}^{MM}, \\
\phi_{\theta, \frac{1}{2}}^{SBM} = \phi_{\theta}^{MM}, \\
\phi_{\theta, 0}^{SBM} = \phi_{\theta}^{SB}.
$$

Figure 6 contains a sketch of this limiter for $\theta = 2$ and $\tau = 1.0, 0.5, 0.0, -0.25$.

In Figure 7 we display numerical results for $\theta = 2$ and $\tau = 1.0, 0.5, 0.0, -0.25$. The effects of dissipation (for $\tau = 1.0$, MinMod1 case, see also $\tau = 0.5$), compression ($\tau = 0.0$, Superbee2 case), and overcompression ($\tau = -0.25$) are clearly distinguishable: for smooth data the compressive modified Superbee limiter leads to kinks, i.e., jumps in the first derivative of the numerical solution, while the overcompressive limiter leads to jumps in the solution itself.

The classification of limiters proposed in Conjecture 4.1 seems to apply equally well to upwind schemes. To show this, we have implemented the simplest possible
Fig. 6. Sketch of the family of modified Superbee limiters for $\theta = 2.0$ and $\tau = 1.0, 0.5, 0.0, -0.25$. Light shaded area gives TVD region for $\nu = 0.2$ (see Lemma 2.2), and dark shaded area “the second-order TVD” region of Sweby.

Fig. 7. Same computation as in Figures 2 and 4, but using modified Superbee limiter $\phi^{SBM}_{\theta, \tau}$ with $\theta = 2.0$ and $\tau = 1.0, 0.5, 0.0, -0.25$ (from top to bottom).
second-order TVD-upwind scheme for the linear advection equation (1),

\begin{equation}
    u_i^{n+1} = u_i^n - \nu (u_i^n - u_{i-1}^n) - \frac{1}{2} \nu (1 - \nu) (u_i' - u_{i-1}'),
\end{equation}

where $u_i'$ is defined by (9) as before. This is the scheme analyzed by Sweby [21, eq. (3.6)] (see also LeVeque’s book [12, eq. (16.45)]). Analogously to the central scheme (see Lemma 2.2) one can show that the upwind scheme (28) is TVD provided that

\begin{equation}
    0 \leq \phi(r) \leq \frac{2 \min(1, r)}{\max(\nu, 1 - \nu)} \quad \text{for} \quad 0 \leq \nu \leq 1.
\end{equation}

In Figure 8 we display numerical results analogous to Figure 7 for this TVD-upwind scheme, i.e., computed after 20 periods on a grid with 160 cells using a CFL number 0.2. As for the central scheme, we can observe the effects of dissipation (for $\tau = 1.0$ and $\tau = 0.5$), compression ($\tau = 0.0$), and overcompression ($\tau = -0.25$). We obtained similar results with a CFL number of 0.4. (Note that the nonstaggered upwind scheme (28) allows a time-step roughly twice as large as the staggered scheme (2), (7)."
5. **Application to compressible gas dynamics.** To demonstrate the potential of compressive limiters for more general systems of conservation laws, we study an example from one-dimensional gas dynamics proposed by Shu and Osher [20]. The example describes a moving Mach 3 shock that interacts with a turbulent flow represented by a sine wave in the density. The initial configuration is as follows:

\[
(r, u, p)(x, 0) = \begin{cases} 
(3.857143, 2.629369, 10.3333), & x < -4, \\
(1 + 0.2 \sin 5x, 0, 1.0), & x \geq -4.
\end{cases}
\]

Figure 9 shows the solution at \( t = 1.8 \) computed on a fine grid over the domain \( x \in [-5, 5] \).

In Figures 10 and 11 we show enlarged plots of the density in the preshock and the postshock region for three approximations computed on a grid with 400 cells using different limiting strategies: (i) the well-balanced van Leer limiter for all waves; (ii) the van Leer limiter for nonlinear waves and the compressive ACM limiter \( \phi_{ACM}^2 \) for linear waves using a partial characteristic decomposition (PCD) to separate the linear waves; and (iii) the compressive limiter \( \phi_{ACM}^2 \) for all waves. The second strategy exhibits the stability observed for the van Leer scheme for the nonlinear waves (the three leftmost saw-tooth patterns) and at the same time captures the extremities of the complex linear-nonlinear wave pattern in the rightmost postshock region, which the van Leer computation was not able to resolve. In the preshock region, the PCD based scheme shows a slight tendency of sharpening the smooth sine waves but does not decrease the extreme values as the van Leer limiter does. Note also that using a compressive limiter on all waves slightly disturbs the smoothness of the nonlinear wave for \( x \in [0, 0.5] \). This does not occur when using the PCD and applying compression only to the linear wave.

Judging from Figures 10 and 11, ACM on all waves seems to give better resolution than using van Leer on this particular grid. However, a grid refinement study reveals...
Fig. 10. Comparison of density approximations computed on a 400 cell grid by the three different limiting strategies, zoom on the preshock zone.

Fig. 11. Comparison of density approximations computed on a 400 cell grid by the three different limiting strategies, zoom on the postshock zone.
that on finer grids, the ACM limiter overcompresses the smooth, nonlinear waves in the postshock zone into staircase waves (see Figure 12). This shows that rarefaction waves cannot spread at the physically correct rate. Ultimately, such overcompression may lead to entropy violating shocks. This is clear evidence that compressive limiters should not be applied to the nonlinear fields. The PCD strategy, on the other hand, does not overcompress the nonlinear waves and gives improved resolution compared with van Leer’s limiter: using 400 points, the PCD strategy resolves the peaks behind the leading shock as well as using 800 points and applying van Leer’s limiter to all waves. With PCD and 800 points, the peaks are fully resolved, and there is only marginal overcompression of the sine waves ahead of the shock. In Table 1 we give the relative errors in primitive variables for the grid refinement study.

In [14] we have applied the artificial compression techniques to the two-dimensional system of compressible gas dynamics. ACM enabled us to improve the resolution of contact waves and small vortices dramatically, but it did also create spurious oscillations when too much compression was added.

6. Conclusion. In this paper, we have investigated Harten’s ACM as a technique to sharpen linear discontinuities computed by the staggered central scheme of Nessyahu and Tadmor. For the prototype linear advection equation, Harten’s ACM reduces to a limiter of the family analyzed by Sweby [21]. A rigorous TVD analysis allows us to derive reconstructions which are much more compressive than Harten’s ACM. Similarly to the upwind schemes considered by Sweby, we show that central schemes using compressive limiters deliver sharp resolution of discontinuous linear waves. On the other hand, use of compressive limiters for both upwind and central schemes may overcompress smooth linear waves into piecewise linear ones or even into step functions. They may also prevent the correct spreading of rarefaction waves for nonlinear fields. We conjecture that a single parameter may be used to classify
Table 1

Grid refinement study for the vortex test case for limiting strategies (i)–(iii); \( n_x \) denotes the number of grid cells, and \( E_q \) the relative \( L^1 \) error of primitive variable \( q \).

<table>
<thead>
<tr>
<th>( n_x )</th>
<th>( E_\rho )</th>
<th>( E_u )</th>
<th>( E_p )</th>
<th>CPU</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>2.97e-02</td>
<td>9.54e-03</td>
<td>1.41e-02</td>
<td>0.22</td>
</tr>
<tr>
<td>400</td>
<td>1.86e-02</td>
<td>4.03e-03</td>
<td>5.99e-03</td>
<td>0.89</td>
</tr>
<tr>
<td>800</td>
<td>6.83e-03</td>
<td>2.05e-03</td>
<td>2.85e-03</td>
<td>3.49</td>
</tr>
<tr>
<td>1600</td>
<td>3.04e-03</td>
<td>1.15e-03</td>
<td>1.57e-03</td>
<td>13.90</td>
</tr>
<tr>
<td>(ii)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>2.68e-02</td>
<td>7.83e-03</td>
<td>1.27e-02</td>
<td>0.42</td>
</tr>
<tr>
<td>400</td>
<td>1.07e-02</td>
<td>3.69e-03</td>
<td>5.74e-03</td>
<td>1.65</td>
</tr>
<tr>
<td>800</td>
<td>4.28e-03</td>
<td>1.91e-03</td>
<td>2.74e-03</td>
<td>6.18</td>
</tr>
<tr>
<td>1600</td>
<td>2.32e-03</td>
<td>9.65e-04</td>
<td>1.32e-03</td>
<td>25.00</td>
</tr>
<tr>
<td>3200</td>
<td>1.26e-03</td>
<td>4.41e-04</td>
<td>6.47e-04</td>
<td>111.00</td>
</tr>
<tr>
<td>(iii)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>2.55e-02</td>
<td>6.05e-03</td>
<td>9.46e-03</td>
<td>0.23</td>
</tr>
<tr>
<td>400</td>
<td>1.16e-02</td>
<td>4.86e-03</td>
<td>7.74e-03</td>
<td>0.98</td>
</tr>
<tr>
<td>800</td>
<td>7.74e-03</td>
<td>2.96e-03</td>
<td>4.56e-03</td>
<td>3.81</td>
</tr>
<tr>
<td>1600</td>
<td>4.72e-03</td>
<td>1.53e-03</td>
<td>2.34e-03</td>
<td>15.60</td>
</tr>
<tr>
<td>3200</td>
<td>3.01e-03</td>
<td>1.04e-03</td>
<td>1.74e-03</td>
<td>70.10</td>
</tr>
</tbody>
</table>

Sweby-type limiters as dissipative, well-balanced, compressive, and overcompressive. Numerical experiments with a new family of limiters back up this conjecture both for central and for upwind schemes.

Here are some guidelines derived from the analysis and experiments of this paper: usually, one should rely on a well-balanced limiter (defined in Conjecture 4.1 above) like MinMod2 (17) or van Leer (18). Computations with compressive limiters like Superbee (19), our new ACM limiter (26), or our modified Superbee limiter (27) may improve the resolution of linear discontinuities dramatically but should be checked carefully to exclude overcompression. As a general rule, one should not apply compressive limiters to evolving rarefaction waves.

Let us briefly discuss piecewise linear reconstructions beyond those considered by Sweby. Sweby-type limiters are based on the ratio of consecutive differences of the cell-averages of the numerical solution, \( r_i = (u_{i+1} - u_i) / (u_i - u_{i-1}) \). This ratio does not distinguish between corners of a step function, where compression is desirable, and smooth extrema, which should not be compressed. A more sophisticated class of reconstructions should use additional information like a local smoothness indicator or estimators for error or entropy production. This information might then be used to select the appropriate Sweby-type limiter. First experiments in this direction are promising, and we hope to report on them in due time.
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