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Abstract. HMM-like multiscale integrators and projective integration methods and are two
different types of multiscale integrators which have been introduced to simulate efficiently systems
with widely disparate time scales. The original philosophies of these methods, reviewed here, were
quite different. Recently, however, projective integration methods seem to have evolved in a way
that make them increasingly similar to HMM-integrators and quite different from what they were
originally. Nevertheless, the strategy of extrapolation which was at the core of the original projective
integration methods has its value and should be extended rather than abandoned. An attempt in
this direction is made here and it is shown how the strategy of extrapolation can be generalized to
stochastic dynamical systems with multiple time scales, in a way reminiscent of Chorin’s artificial
compressibility method and the Car-Parrinello method used in molecular dynamics. The result is a
seamless integration scheme, i.e. one that does not require knowing explicitly what the slow and fast
variables are.

Key words. Multiscale integrators; HMM; projective integration methods; stiff ODEs; averag-
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1. Introduction
Dynamical systems evolving on disparate time scales represent a challenge for nu-

merical simulations. Recently, two different types of numerical schemes have been
introduced to tackle such systems: projective integration methods introduced in
Refs. [12, 9] which fit within the “equation free approach” [14]; and multiscale integra-
tors introduced in Ref. [21] which fit the framework of the heterogeneous multiscale
methods [5]. These two types of schemes are different:

Projective integration methods are suitable for systems in which some slow vari-
ables can be defined which satisfy a closed (but possibly unknown) equation in the
limit of infinite separation of time scales. The key idea is to observe the dynamics
of these slow variables for a little while to estimate their rate of change via finite-
difference, then use this estimate to extrapolate their evolution over a larger time-
step. The strategy of extrapolation is central to the method: to quote Ref. [12], “The
reader might think that these should be called ‘extrapolation methods,’ but that name
has already been used [...]. Hence we call the proposed methods projective integration
methods.”

HMM-like multiscale integrators rely more explicitly on averaging theorems for
singularly perturbed Markov processes [15, 17, 19]. These give limiting equations for
the slow variables. HMM-like multiscale integrators aim at integrating these limiting
equations to get an approximation of the dynamics in the original system. This is
done by choosing an appropriate integration scheme for the limiting equation first,
then (since the coefficients in the limiting equations are usually not available in closed
analytical form) using micro-simulations to evaluate these coefficients on-the-fly when
needed.

Despite the fact that the original philosophies behind these methods were dif-
ferent, recently projective integration methods have become increasingly similar to
HMM-like multiscale integrators. Two recent cases in point of this trend are Refs. [13]
and [20] which will be discussed at more length in section 4. But why abandon the
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extrapolation strategy underlying the original projective integration methods in favor
of HMM-like multiscale integrators? The extrapolation stragegy has its value and
should continue to be exploited. A specific attempt at such extension is made here: it
is shown how the extrapolation strategy can be extended to stochastic dynamical sys-
tems with multiple time scales to obtain a seamless integration scheme reminiscent in
its philosophy to Chorin’s artificial compressibility method [3] and the Car-Parrinello
ab initio molecular dynamics [2].

The remainder of this paper is organized as follows. The original projective
integration methods are reviewed in section 2, then HMM-like multiscale integrators
in section 3. In section 4 we discuss Refs. [13] and [20] at more length to support
our claim that projective integration methods have become very similar to HMM-like
multiscale integrators. Finally, in section 5, we discuss a possible way to extend the
extrapolation strategy.

2. Original version of projective integration methods
These are best explained on a simple example first. Consider the system of ODEsẋ=f(x,y)

ẏ =−1
ε
(y−φ(x))

(2.1)

When ε is small, the variables y evolve much faster than the variables x and this
system is stiff. However, it has the property that its dynamics is rapidly (that is, on
a O(ε) timescale) attracted to the slow manifold where y =φ(x)+O(ε). Projective
integration methods make use of this property. The basic idea is to iterate upon the
following two-step procedure involving relaxation then extrapolation (see figure 2.1
for a schematic illustration) [12]:

1. relaxation: take a few explicit steps with both equations in (2.1) using a
time-step δt small enough to resolve the fast motion until the system reaches
the slow manifold where y−φ(x)=O(ε) and is no longer stiff (since the right
hand-sides in both equations in (2.1) are now of order one);

2. extrapolation: extrapolate the last relaxation step along the slow manifold
over a larger time-step of size ∆t small enough to resolve the motion on
the slow manifold but not the fast motion to get there, i.e. ε�∆t. This
extrapolation step is likely to bring the system away from the slow manifold
(i.e. y−φ(x)=O(1) in ε again), and so the cycle must be repeated.

Since the system converges exponentially fast to the slow manifold, one loop takes
O(logε−1) steps and advance the system by about ∆t. In contrast, a standard explicit
scheme with time step δt for (2.1) requires O(ε−1) steps to advance by ∆t (since ∆t=
O(1) and δt=O(ε)). This is why projective integration methods are computationally
advantageous.

In the context of stiff ODEs, projective integration methods bear similarity with
implicit methods [11]. To see why, consider the backward Euler scheme for (2.1):xn+1 =xn +∆tf(xn+1,yn+1)

yn+1 =yn−∆t

ε
(yn+1−φ(xn+1))

(2.2)

where ∆t is again taken small enough to resolve the slow motion but not the fast one.
Assuming that ε�∆t�1, the solution of this system can be expanded in powers of ε
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Fig. 2.1. Schematic illustration of the two-step procedure used in projective integration methods
for stiff ODEs. During the relaxation stage, a few steps with time step δt are made to bring the
system close to the slow manifold where y =φ(x), then the last update in the relaxation stage is
extrapolated over a larger time step ∆t, and the procedure is repeated. In the context of stiff ODEs,
the method is seamless, i.e. one does not need to know φ explicitly nor even the decomposition into
slow variables x and fast variables y.

and ∆t as {
yn+1 =φ(xn)+O(∆t)+O(ε),
xn+1 =xn +∆tf(xn,φ(xn))+O(∆t2)+O(ε)

(2.3)

Thus (2.2) amounts to bringing y back to the slow manifold at every time-step, yn+1≈
φ(xn), then using this value to take an explicit step in x, xn+1≈xn +∆tf(xn,φ(xn)).
This is similar to what projective integration methods achieve. In fact, in the context
of stiff ODEs projective integration methods can be seen as poor-man methods to
implement an implicit scheme in situations in which, unlike with (2.1), identifying the
slow manifold is nontrivial and involve solving a nonlinear equation. In these cases,
projective integration methods provide us with a simple method to bypass solving
this nonlinear equation explicitly and they can be used when (2.1) is replaced byẋ=f(x,y)

ẏ =
1
ε
g(x,y)

(2.4)

or

ż =
1
ε
h(z,ε) (2.5)

and in both cases the dynamics is rapidly attracted toward a slow manifold (locally,
the dynamics is then governed an equation like (2.1) for some appropriate φ(y) and
decomposition z =(x,y)).

In the context of stiff ODEs, projective integration methods do not require nor
use the local decomposition of (2.4) or (2.5) into (2.1), which is an advantage. This
justifies their label as part of the “equation free approach” [14].

Projective integration methods can be generalized to systems other than stiff
ODEs in which some suitable slow variables satisfy a closed ODE in the limit of
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Fig. 2.3. Schematic representation of an explicit projective integrator. Notice the lifting, the
evolution with successive restrictions, the estimation of the coarse time derivative, and the projection
step followed by a new lifting.

and subsequently use it to extrapolate the coarse solution at the next time level,

UN+1 = P ((N + 1)∆T ).

The Projective Forward Euler method is the case when q = 1. Alternatively, a
multistep version of (2.7) can be used [95].

The general procedure is illustrated in Fig. 2.3: an initial condition is taken in
coarse space (e.g. a density field) and lifted to a consistent distribution in microscopic
space (e.g. cells for a chemotaxis problem). The microscopic code is used to evolve the
distribution long enough for the higher moments, that have been incorrectly initialized,
to heal. A few more evolution steps are then taken, and the solutions restricted to
coarse space (densities). Successive density profiles are used to estimate the time
derivatives of the (unavailable) density equation (again, an identification step). The
profile of the (coarse) density function can be represented by the basis functions
used in any of the traditional numerical discretization techniques, including finite
differences, finite volumes, finite elements and spectral methods. The time-derivatives
for the coefficients of the basis function will be estimated, and used in the projective
integration step; finite difference (nodal), finite element as well as empirical basis
function representations have been illustrated in [4].

We have analyzed and used such two-tier (and multi-tier) EFM projective in-
tegrators for what we term “coarse integration” of the macroscopic equations using
microscopic as well as stochastic detailed time-steppers. Fig. 2.4, taken from [4] shows
time-series as well as long-term attractors of such an “inner LB, outer FEM” one stage

Fig. 2.2. Reproduction of Figure 2.3 in Ref. [14] illustrating how the extraoplation strategy
used in projective integration methods can be generalized to systems other than stiff ODEs. In the
relaxation stage, a few small steps are made with the full system (the “microscopic description” in
the figure) to estimate the rate of change of the slow variables (the “macroscopic description” in
the figure), then a larger extrapolation step is made, and the procedure is repeated. Here, one must
know explicitly the slow variables (i.e. how U is expressed in terms of u in this example), but not
their limiting equation. For details see Ref. [14].

infinite separation of time scales (see figure 2.2 for a schematic illustration) [14]. In
this case, projective integration methods stop being seamless (the slow variables must
be known explicitly) and they are based on the same idea of extrapolation: observe
the evolution of the slow variables for a few small time-steps δt in order to estimate
their rate of change via finite-difference, then use this estimate to extrapolate their
evolution over a larger time-step ∆t. For a system like (2.5), possibly without slow
manifold structure but such that slow variables x exist and can be expressed in terms
of z as x=θ(z) for some known θ, this amount to using e.g.

θ(z(t+Mδt))−θ(z(t+(M−1)δt))
δt

(2.6)

to estimate the rate of change of the slow variables x, then

x(t+∆t)=x(t)+∆t
(θ(z(t+Mδt))−θ(z(t+(M−1)δt)))

δt
(2.7)

to extrapolate their motion. To iterate upon this procedure, the variables z must then
be reinitialized consistently with the current value of x, i.e. we must find z(t+∆t)
such that θ(z(t+∆t))=x(t+∆t) [14].

3. HMM-type multiscale integrators
To facilitate comparisons and stress the differences between the two types of

methods, let us first consider multiscale integrators in the case of stiff ODEs, e.g. the
system (2.4). As ε→0, the dynamics of the slow variables is given by

ẋ=f(x,φ(x)) (3.1)
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Fig. 2.3. Left panel: the solution of (2.4) with f(x,y)=−y3 +cos(t)+sin(
√

2t) and g(x,y)=
−y+x when ε=0.1, x(0)=2 and y(0)=−1. The blue curve shows x(t), the green one y(t). After
a short transient, the dynamic settles on the slow manifold where x(t)=y(t). Also shown in red
is the solution of the limiting equation (3.1). Right panel: the solution of (3.4) with f(x,y)=
−y3 +cos(t)+sin(

√
2t), g(x,y)=−y+x (same as in the left panel) and σ(x,y)=1 when ε=0.01,

x(0)=2 and y(0)=−1. The blue curve shows x(t), the green one y(t). There is no slow manifold
here, and y(t) keeps oscillating randomly around x(t) with variance 1

2
even as ε→0. HMM-like

integrators can be used on both examples because in both cases the slow variables x have a limiting
equation, given by (3.6) – the solution to this equation is shown in red in the figure. Seamless
projective integration methods (like implicit schemes), on the other hand, are only applicable to
the stiff ODE example shown in the left panel; for the SDE example shown in the right panel
they do not apply because one cannot extrapolate blindly in all the variables. In the SDE example,
the generalization of projective integration method discussed at the end of Sec. 2 may be used by
extrapolating in the slow variable x alone.

where y =φ(x) characterizes the slow manifold. In general the limiting equation (3.1)
is not available explicitly since the function φ(x) defining the slow manifold is not
known (we just know its equation, g(x,y)=0). But (3.1) can still be useful as φ(x)
can be estimated on the fly. Indeed, given the current state of the slow variables,
say xn, we can integrate ẏ = 1

εg(xn,y) using e.g.

yn,m+1 =yn,m +
δt

ε
g(xn,yn,m) (3.2)

After a few steps, yn,m converges toward the slow manifold, i.e. yn,M ≈φ(xn) for
some M large enough. We can then use yn,M to approximate the right hand side
in (3.1) and integrate this equation using e.g.

xn+1 =xn +∆tf(xn,yn,M ) (3.3)

We then repeat the procedure starting from xn+1. The scheme is made complete by
specifying how to reinitialize yn,m; for instance we can use yn+1,0 =yn,M . Integrators
more sophisticated than forward Euler can be used in (3.2) and (3.3).

HMM-like integrators compute the coefficient in the limiting equation first (during
the so-called micro- and estimator-steps) and use it next to update the slow variables
(macro-step). This is clearly different from the extrapolation strategy used in pro-
jective integration methods where the rate of change of the slow variables is inferred
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by finite difference from their evolution over a short time interval – in contrast, in
HHM-like integrators, the slow variables are typicallly kept fixed while the coefficient
in their limiting equation is being estimated by integrating the equation for the fast
variables (see (3.2)). In other words, HMM-like integrators anticipate the motion of
the slow variables rather than extrapolate it. HMM-like integrators allows one to
use any suitable numerical scheme to integrate the limiting equation (3.1). Any such
numerical scheme requires estimating the value of the coefficients in the limiting equa-
tion at certain values of x, and each time this is necessary, it is done by integrating
the equation for the fast variables y at fixed x as in (3.2). Note that this requires
treating slow and fast variables separately, and hence, unlike projective integration
methods, HMM-like integrators require that these variables be known explicitly even
in the context of stiff ODEs. We will come back to this point later in section 5.

Since ε is in effect absent from (3.2) – the ratio δt/ε is the relevant numerical
parameter – and since the accuracy at which we must resolve φ(xn)≈yn,M depends
on the overall desired accuracy but is independent of ε, the cost of the multiscale
integrator to advance by ∆t is now O(1) in ε. This is slightly better than projective
integration methods (whose cost is O(logε−1) as explained before).

HMM-like multiscale integrators can readily be generalized. Consider the follow-
ing generalization of (2.4) where the equation for the fast variables y is replaced by a
stochastic differential equation (SDE)ẋ=f(x,y)

dy =
1
ε
g(x,y)dt+

1√
ε
σ(x,y)dW (t)

(3.4)

where W (t) is a Wiener process. Unlike with (2.4), because of the noise term, the
solution to this equation never reaches a slow manifold (see figure 2.3 for a comparison
between the solution of (2.4) and (3.4)). As a result, seamless projective integration
methods (or implicit schemes) are inapplicable [1]. But the dynamics of the slow
variables x in (3.4) may still be governed by a limiting equation when ε→0. This is a
consequence of a limiting theorem for singularly perturbed Markov processes [15, 17,
19]. Suppose that for every x we have

1
T

∫ T

0

f(x,yx(t))dt→F (x)≡
∫

Rn

f(x,y)dµx(y) as T→∞ (3.5)

where yx(t) is the solution of the SDE for y in (3.4) at x fixed and µx(y) is the invariant
measure for this equation. Then the dynamics of the slow variables x in (3.4) converges
as ε→0 towards the solution of the following limiting equation

ẋ=F (x). (3.6)

Intuitively, (3.6) arises because y, being much faster than x, has time to equilibrate
before x varies significantly, and x only feels the averaged influence of y (hence the
time-average in (3.5) defining F (x)).

As a result, the multiscale integrator can be easily generalized to handle (3.4) by
making use of (3.6), as originally proposed in Ref. [21]. This amounts to iterating on
the following three-step procedure (this is a simplified version of the algorithm given
in section 2.1 of Ref. [6]):



Vanden-Eijnden 7

1. micro-step: given x=xn, integrate the equation for y in (3.4) at x=xn fixed
for M +MT steps using e.g. Euler-Maruyama’s scheme

yn,m+1 =yn,m +
δt

ε
g(xn,yn,m)+

√
δt

ε
σ(xn,yn,m)ξn,m, yn,0 =yn−1,M+MT

(3.7)
where ξn,m are independent Gaussian variables with mean zero and variance
unity δt is taken small enough to resolve the fast motion;

2. estimator-step: use the time-series generated in the micro-step to estimate
F (xn) using e.g.

F (xn)≈Fn =
1

MT

M+MT∑
m=M+1

f(xn,yn,m); (3.8)

where M is used to temper relaxation error, MT is the length of the time-
average and both are O(1) in ε;

3. macro-step: use the estimated Fn≈F (xn) to make a macro-step and get
xn+1 using a discretized version of (3.6), e.g.

xn+1 =xn +∆tFn (3.9)

where ∆t is taken small enough to resolve the slow motion, but not necessarily
the fast motion i.e. ∆t�ε if ε�1

The cost of the multiscale integrator is again O(1) in ε instead of O(ε−1) for a direct
explicit scheme.

Summarizing, HMM-like integrators (unlike projective integration methods) rely
heavily on the structure of the limiting equation for the slow variables, and simply eval-
uate the coefficients in this equation numerically when such evaluation is intractable
analytically. This strategy allows one to carefully analyze the accuracy and efficiency
in the scheme by estimating the various source of errors, namely discretization errors
in the micro- and macro-solvers, statistical errors in the estimator, and the error due
to the finiteness of ε [6]. This analysis make the philosophy of HMM-like integrators
in many ways antipodal to the “equation free approach.”

4. Current version of projective integration methods
As shown in sections 2 and 3, projective integration methods and HMM-like in-

tegrators were originally different both in their philosophies and in terms of practical
implementations. Yet, projective integrations methods seem to have become increas-
ingly similar to HMM-like integrators, as exemplified by Refs. [13] and [20]. Let us
discuss these references in more details to support this claim.

Ref. [13] generalizes the results of Ref. [6] where HMM-like multiscale integrators
for systems like (3.4) were analyzed in detail. The generalization consists in adding a
noise term to the equation for the slow variables in (3.4), i.e. replace this system bydx=f(x,y)dt+f2(x,y)dW̄ (t)

dy =
1
ε
g(x,y)dt+

1√
ε
σ(x,y)dW (t)

(4.1)

where W̄ (t) and W (t) are independent Wiener processes. The limiting equation for
the slow variables as ε→0 is

dx=F (x)dt+b(x)dW̄ (t) (4.2)



8 On projective integration methods and HMM-like integrators

where F (x) is given by (3.5) and b(x) is defined through

1
T

∫ T

0

f2(x,yx(t))fT
2 (x,yx(t))dt→ b(x)bT (x)≡

∫
Rn

f2(x,y)fT
2 (x,y)dµx(y)

as T→∞
(4.3)

The numerical scheme proposed in Ref. [13] is based on iterating upon the following
three-step procedure (this algorithm is the one given in the introduction of Ref. [13]
using notations adapted to the present note – the terminology, however, is the one
used in Ref. [13] and it is borrowed from Refs. [6, 21]):

1. micro-step: given x=xn, integrate the equation for y in (4.1) at x=xn fixed
for MT steps using

yn,m+1 =yn,m +
δt

ε
g(xn,yn,m)+

√
δt

ε
σ(xn,yn,m)ξn,m, yn,0 =yn−1,M (4.4)

where ξn,m are independent Gaussian variables with mean zero and variance
unity and δt is taken small enough to resolve the fast motion;

2. estimator-step: use the time-series generated in the micro-step to estimate
F (xn) and b(xn) using e.g.

F (xn)≈Fn =
1

MT

MT∑
m=1

f(xn,yn,m); (4.5)

b(xn)bT (xn)≈Bn =
1

MT

MT∑
m=1

f2(xn,yn,m)fT
2 (xn,yn,m) (4.6)

then getting bn from Bn via Cholesky decomposition (so that bn(bn)T =Bn);
3. macro-step: use the estimated Fn≈F (xn) and bn≈ b(xn) to make a macro-

step and get xn+1 using e.g.

xn+1 =xn +∆tFn +
√

∆tbnηn (4.7)

where ηn are independent Gaussian variables with mean zero and variance
unity and ∆t is taken small enough to resolve the slow motion, but not
necessarily the fast motion i.e. ∆t�ε if ε�1

One notices immediately that this scheme is very similar to the HMM-like multiscale
integrator given on page 6. In fact, the integrator actually analyzed in Ref. [13] is
even closer to the HMM-like multiscale integrator analyzed in Ref. [6] because it is
assumed that the noise term in (4.1) is independent of y, i.e. f2(x,y)≡f2(x). In this
case the noise term in the equation for x in (4.1) is left unaffected by the averaging
and the limiting equation (4.2) reduces to

dx=F (x)dt+f2(x)dW (t) (4.8)

Therefore (4.6) becomes unnecessary, the micro-step and the estimator-step are iden-
tical to those in the HMM-like multiscale integrator on page 6 (with M =0), and (4.7)
reduces to (compare (3.9))

xn+1 =xn +∆tFn +
√

∆tf2(xn)ηn (4.9)
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Similarly, Ref. [20] analyzes a scheme which is very similar to the HMM-like
multiscale integrator given on page 6 except that (i) the slow variables x are updated
together with the variables y in the micro-step and (ii) the same random numbers
are used in successive micro-steps (i.e. ξn,m = ξm in (3.7)). The first modification
has the advantage that one does not have to be able to evolve the variables y alone
as in the original scheme on page 6, whereas the second one reduces the variance on
the estimate for Fn≈F (xn) [20]. This second point is made via an error analysis
similar to the one performed in Ref. [6] and, in fact, the modified algorithm proposed
in Ref. [20] is analyzed following the strategy outlined in Ref. [6].

In the author’s opinion, the shift made in Refs. [13] and [20] away from the original
philosophy of projective integration methods and towards that of HMM-like integra-
tors misses the opportunity to extend the extrapolation strategy behind projective
integration methods. Next we discuss one possible strategy to extend extrapolation
integrators to more general cases.

5. An extension of the extrapolation methods to stochastic dynamical
systems

As explained in section 3, HMM-like multiscale integrators require that one knows
explicitly what the slow variables are.1 Projective integration methods, on the other
hand, are seamless when applied to stiff ODEs. Can one extend the extrapolation
strategy behind them to a wider class of systems without loosing the seamless feature
of the scheme? Here is a proposal in this direction which builds on remarks made
in [10, 6, 18].

Consider the HMM-like multiscale integrator for (4.1) in which we set MT =0:
1. micro-step: given x=xn, integrate the equation for y in (3.4) at x=xn fixed

for M steps using e.g.

yn,m+1 =yn,m +
δt

ε
g(xn,yn,m)+

√
δt

ε
σ(xn,yn,m)ξn,m, yn,0 =yn−1,M ;

(5.1)
2. macro-step: make a macro-step and get xn+1 using

xn+1 =xn +∆tf(xn,yn,M )+
√

∆tf2(xn,yn,M )ηn, (5.2)

(Since MT =0, Fn =f(xn,yn,M ) from (3.8) and bn =f2(xn,yn,M ) from (4.6), and that
is why the estimator-step is not necessary.)

A priori it is not clear why the integrator above would work since (5.2) is a
very crude approximation of (4.2). Yet, this scheme does work and provide a gain in
efficiency provided only that the parameters δt, ∆t and M are chosen such that

ε� ε∆t

Mδt
�1. (5.3)

The reason why was first noted in Ref. [10]. The integrator above is consistent with
the following equation (compare (4.1)):dx=f(x,y)dt+f2(x,y)dW̄ (t)

dy =
1
λε

g(x,y)dt+
1√
λε

σ(x,y)dW (t)
(5.4)

1This is true in general, but there are nontrivial exceptions. For instance, HMM-like integrators
can be generalized to handle kinetic Monte-Carlo schemes for chemical systems, and in this case they
are seamless. See Refs. [7, 8] for details.
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where λ=∆t/Mδt and from (5.3), this factor satisfies

ε�ελ�1. (5.5)

The lower bound in (5.5) guarantees that the separation of time scale is less severe
in (5.4) than it is in the original system (4.1). In fact (5.5) (or (5.3)) can be satisfied
with Mδt�∆t when ε�1, meaning that λ, which measures the efficiency boost that
the integrator above produces over a direct explicit scheme for (4.1), can be large. On
the other hand, the upper bound in (5.5) guarantees that the slow variables in (5.4)
behave approximately as the ones in (4.1) since both systems are in a regime where
the evolution of the slow variables can be approximated by the limiting equation (3.6).
This, together with the desired accuracy, fixes the largest value of λ that can be taken
and thereby indicates how to choose δt, ∆t and M (for a more thorough discussion
of this, see Ref. [6]).

(Notice that the point made above is actually very simple. Given that the slow
variables in both (4.1) and (5.4) behave approximately in the same way provided
that (5.5) is satisfied, it is better to compute with (5.4) with as high a λ as the
accuracy requirement and the limit theorem allows. This also suggests that schemes
other than the one proposed above can be used to integrate (5.4).)

Why is this useful? Suppose that instead of (4.1) one is given the following system

dz =
1
ε
h1(z)dt+

1√
ε
h2(z)dW (t)+h3(z)dt+h4(z)dW̄ (t) (5.6)

where we assume that there exists a decomposition z =(x,y) such that in the new
variables (5.6) reduces to (4.1) but this decomposition is not known to us. Then the
following integrator can be used:

1. micro-step: given z =zn, integrate the equation for y in (3.4) at x=xn fixed
for M steps using e.g.

zn,m+1 =zn,m +
δt

ε
h1(zn,m)+

√
δt

ε
h2(zn,m)ξn,m, zn,0 =zn; (5.7)

2. macro-step: make a macro-step and get zn+1 using

zn+1 =zn,M +∆th3(zn,M )+
√

∆th4(zn,M )ηn, (5.8)

This integrator works for the same reason as the one above works: it is consistent
with

dz =
1
λε

h1(z)dt+
1√
λε

h2(z)dW (t)+h3(z)dt+h4(z)dW̄ (t) (5.9)

where λ=∆t/Mδt (same as before) and satisfies (5.5). However, unlike the previous
one, the new integrator does not requires us to know explicitly how to decompose z
into slow x and fast y variables! The only thing that one must be able to do is parti-
tion the right hand-side in (5.6) into fast components ε−1h1(z)dt+ε−1/2h2(z)dW (t)
and slow ones h3(z)dt+h4(z)dW̄ (t), which is usually much easier to do (e.g. such
decompositions are at the core of the asynchronous variational integrators developed
in Ref. [16]). And, as before, this way of thinking open the doors to other integrators
based on (5.9) instead of (5.6).

Even though this seamless method is motivated by the idea of extrapolation, after
all is said and done, it bears even more similarity with the idea of artificially increas-
ing the Mach number in Chorin’s artificial compressibility method [3] or artificially
increasing the mass of the electrons in Car-Parrinello ab initio molecular dynamics
(CPMD) [2].
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