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Abstract. The Burton-Cabrera-Frank (BCF) model of step flow has been recognized as a
valuable tool for describing nanoscale surface evolution of crystals. In this work, we formally derive
the BCF theory from an atomistic, kinetic Monte Carlo model of a crystal surface in 1+1 dimensions
with a single step, in the absence of external material deposition. In order to reconcile the discrete
nature of the kMC model with the notions of a continuous density of adsorbed atoms (adatoms) and
step edge in the BCF theory, we define an averaging procedure that is consistent with Boltzmann
statistics. A central idea of our approach is to exploit the observation that the number of adatoms
on a surface can be small for experimentally relevant temperatures. Accordingly, we (i) show that
the BCF theory arises from a kMC model in which only one adatom is allowed to hop, and (ii)
characterize corrections to the theory, which arise from correlations between two or more atoms. We
determine (via a discrete maximum principle) initial conditions under which such corrections are
negligible for all times; this allows us to interpret the BCF model as a near-equilibrium theory. Our
approach reveals the atomistic origins of the material parameters entering the BCF model.
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1. Introduction. In the many years since it was first proposed, the Burton-
Cabrera-Frank (BCF) model [5] of step flow has been established as a powerful tool
for describing near-equilibrium crystal surface evolution. The BCF theory has been
invoked in studies that span a range of topics, including electromigration of atoms
and step bunching [38–40], surface relaxation [16,17], stochastic fluctuations of surface
defects [11, 24, 26, 28–31], and faceting [17, 40], to name a few. Moreover, the theory
has served as a starting point from which fully continuum models, such as partial
differential equations for the surface height, are derived [8, 21,41].

Mathematically, the BCF model is a description of surface evolution in terms of a
Stefan-type problem [12,34]. The theory accounts for the diffusion of adsorbed atoms
(adatoms) on terraces between steps; the steps are free boundaries whose motion
results from attachment or detachment of atoms. Despite the physical appeal of this
picture, however, the connection of the BCF theory to a fully atomistic model of
surface diffusion is not completely understood. Consequently, many questions remain
regarding the underlying assumptions and physical processes that give rise to the BCF
theory. Moreover, in many applications of epitaxial growth, it is compelling to know
from an atomistic perspective when the step model breaks down, or how it can be
extended beyond the near-equilibrium regime [29].
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In this article, our main goal is to formally derive the BCF model from an atom-
istic, kinetic Monte Carlo (kMC) description of the surface. We limit our analysis to
a single step in 1+1 dimensions without external material deposition. In the course of
our derivation, we seek the conditions ensuring that the BCF model remains consis-
tent with the kMC theory for all times. To these ends, we express the atomistic rules
for surface evolution in terms of a master equation and carry out the following tasks:

(i) we define the step position and adatom density as appropriate averages coming
from the master equation;

(ii) we show how the BCF model, with correction terms accounting for adatom
correlations, describes the time evolution of these averages; and

(iii) by using a discrete maximum principle, we show that the temperature and
initial adatom density control the size of the corrections to the BCF model.

The central idea of our approach is to exploit the fact that, for many materi-
als undergoing relaxation at low enough temperatures, the number of adatoms on a
surface is typically small; this fact has been predicted by theory [14, 18] and observed
experimentally [47]. Consequently, we expect that at sufficiently low temperatures,
the motion of a few isolated adatoms (as opposed to the correlated motion of many
adatoms) should be the dominant physical process driving surface evolution.

These observations motivate two key aspects of our approach. First, we only
study a one-step system. Since many systems are found to be in a low-density regime
irrespective of the number of steps on the surface, we believe that the addition of more
(non-interacting) steps does not significantly alter the dominant evolution process, i.e.
single-adatom motion.

Second, we decompose the kMC master equation, which we call the multi-particle
(m-p) model, into a Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY)-type hierar-
chy whose nth level describes the evolution of the n-adatom joint probabilities. Our
analysis shows that the single-adatom probabilities play the dominant role in surface
evolution, which leads us to truncate the hierarchy, yielding the one-particle (1-p)
model. We show how the BCF model can be derived from this 1-p model and find
that corrections come from the multi-adatom joint probabilities. The size of the
corrections is controlled by the temperature, which we view as a small parameter.1

Here we use the term low-density regime to describe systems with only one adatom
and refer to the neglect of the multi-adatom joint probabilities as the low-density
approximation.2

A critical task that we address is to reconcile the atomistic nature of the kMC
method with the notions of a continuous adatom density and step position in the BCF
model. Motivated by equilibrium statistical mechanics, we define the step position
and adatom density as expectation values taken over the atomistic configurations,
whose probabilities evolve according to the master equation. In the long-time limit,
we show that the master equation solution approaches the Boltzmann distribution.

Previous studies [1,25,35,46] of the connection between kMC descriptions and the
BCF theory have focused on deriving or verifying parts of the latter (cf. section 1.2).
Here we are interested in deriving the entire BCF theory (i.e. the diffusion equation,

1In our model, temperatures as high as 1000 K (routinely found in experiments) can often be
considered small, depending on the material parameters.

2The terminology “low-density regime” anticipates one of our main results, since we have not
yet discussed any densities at this point. In sections 3, 4, and 5 we show, via a suitable averaging
procedure, that one-adatom states correspond to a low number-density of adatoms on the surface
(see also the following paragraph). The role of the 1-p model here bears some resemblance to the
well-known notion of an ideal gas, which has been invoked in previous studies of the BCF theory [30].
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kinetic relations, and step velocity law) in 1 + 1 dimensions in order to understand
how its elements are connected. By exposing the central role of the low-density ap-
proximation, our derivation: (i) reveals how lowering the temperature decreases both
the number of atoms that detach from the step and (consequently) the adatom corre-
lations on the terrace, leading to a better agreement of our kMC scheme with the BCF
theory; and (ii) indicates what terms, reflecting certain atomistic processes, must be
added to the BCF equations to describe higher-density regimes. Moreover, our work
suggests that the BCF equations could arise from a class of kMC models for which the
low-density approximation is valid. These observations can therefore: (i) explain the
widespread applicability of the BCF theory as coming from generic properties (e.g.
having low adatom densities) of a large class of physical systems; and (ii) suggest
modifications to extend the predictive power of the BCF theory.

1.1. Two perspectives of surfaces. This section is intended as a brief review
of the kMC and BCF models that will be discussed henceforth. This exposition may
be skipped in favor of sections 3, 4, and 5. We assume familiarity with kMC simula-
tion techniques. The interested reader may consult [4,13,45] for the history of generic
kMC algorithms; see also [2, 6, 44] for discussion and examples of kMC simulations
applied to crystal surfaces.

1.1.1. Kinetic Monte Carlo approach. In the context of surfaces, the kMC
approach amounts to a probabilistic representation of the system that accounts for the
randommotion (hopping) of individual atoms. Solutions to a kMCmodel are the time-
dependent, joint probabilities of finding the system in each atomistic configuration.
The model itself describes how the system transitions between these configurations,
given an initial state.

We use a typical bond-counting, solid-on-solid model [44]. The system evolves by
means of hopping events in which a single atom is chosen at random to move to an
adjacent lattice site. The probability with which an atom is picked is given in terms
of a transition rate k(n) ∼ De−Ebn/kBT , where D is the hopping rate for adatoms
with no in-plane nearest neighbors, Eb is a bond energy, n is the number of in-plane
nearest-neighbor bonds that the moving particle breaks, kB is Boltzmann’s constant,
and T is the temperature. The parameters Eb and D are material dependent (whereas
the temperature T is adjustable). A set of transition rates and initial probabilities
are sufficient to determine the probabilities of any configuration at any later time
[6, 18,42,44].

We use two different approaches, one numerical and one analytical, to model
surfaces from a kMC perspective. In the numerical approach, computer simulations
exploit random number generators in order to realize many elements of the statistical
ensemble describing the system. Given enough elements from the ensemble, one can
approximate the time-dependent, joint probabilities for each atomistic configuration
[2, 44]; see section 2 for results of our kMC simulations.

In the analytical approach, we define a system of linear, differential equations
(called the “master equation” in this context) that describes the time evolution of
the probabilities for each atomistic configuration. We index these configurations with
i = 1, 2, ... and write the master equation in the generic form

(1.1) ṗi(t) =
∑
j

Ti,j(k)pj(t),

where pi is the probability of the system being in the ith configuration, T = [Ti,j ] is
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(a)

(b)

Fig. 1.1. (a) KMC perspective of a 1D surface. Atoms, confined to a lattice, are the only
elements of the model; they are classified according to the number of in-plane nearest-neighbor bonds
that they have. In this perspective, the step is not a natural element of the model, but instead must
be defined in terms of adatom configurations [cf. section 1.4]. (b) Transitions in a kMC model. In
our formulation, only adatoms and edge atoms are allowed to move, corresponding to the diffusive
and bond-breaking transitions illustrated in the figure.

a transition matrix with the probability conserving property that
∑

i Ti,j = 0 for all
j [7]. See sections 4 and 5 for particular cases of (1.1).

1.1.2. BCF-type model. A BCFmodel describes the system evolution in terms
of a free boundary problem. The surface is divided into one or more domains called
terraces, which are separated by moving boundaries, steps;3 these steps are mapped to
points in 1D. An adatom density, which typically obeys a diffusion equation, represents
adatoms on the terraces. Solving the BCF model yields the adatom density and step
positions as functions of time; see Fig. 1.2(a), as well as [11,24,26,28–31] for examples
of BCF-type models.

For a one-step system, we consider an adatom density that obeys

(1.2) ∂tc(x, t) = D∂2
xxc(x, t),

where D is a (constant) diffusivity and 0 ≤ x < ς(t), ς(t) < x ≤ L, where ς(t) is the
step position [cf. Fig. 1.2(b)]. We apply periodic boundary conditions in x. Boundary
conditions at the step are [18]

J± = −D∂xc
∣∣
± = ∓κ±(c

± − ceq), x = ς(t),(1.3)

3BCF-type models are sometimes called step continuum models [18].
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where J± is the adatom flux at the right (+) or left(-) edge of the step, κ± is an
attachment/detachment rate at the right (+) or left (-) edge of the step,4 and c± is
the adatom concentration to the right (+) or left (-) of the step. The term ceq is an
equilibrium adatom concentration. One of our goals is to derive an expression having
the form of (1.3), which allows us to express k and ceq in terms of parameters of the
atomistic, kMC model.

Because the step moves, we require an additional equation in order to close the
system. Let ς̇(t) denote the step velocity and set it equal to the net current,

(1.4) ς̇(t) = a(J− − J+),

where a is the atomic height of the step. Equation (1.4) can be viewed as a statement
about mass conservation: adatoms diffusing to a step attach to it, which causes the
step to advance.

(a)

(b)

Fig. 1.2. (a) A generic, 1D step system with multiple steps (with positions ςj) separating
terraces. Adatoms, represented by the densities cj , diffuse on each terrace. The velocity of a step
is proportional to the net current of adatoms arriving at the step. In general, the adatom densities
need not be continuous across a step. In the BCF model, steps, which are an atomic length a in
height, are defined as elements of the model from the outset. (b) The single-step system that we
consider. The step position is denoted s(t). The values c± are the adatom densities on the right
(+) and left (−) sides of the step; L is the length of the system.

4The original BCF formulation [5] amounts to κ± → ∞, so that c = ceq at the step edge.
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1.2. Past works. Several works have addressed questions related to the con-
nection between atomistic surface models and BCF-type theories. Here we frame our
analysis in the context of those studies.

In [1], the authors derive linear kinetic relations analogous to (1.3) for a two-
dimensional (2D) surface. We note three differences between their analysis and ours.
(i) In [1], the authors focus on the effects of external material deposition, whereas we
do not. In section 6, we briefly discuss how deposition could change our analysis. (ii)
In [1], the solution to the discrete diffusion equation (atomistic model) is the set of
probabilities that an adatom is found at each lattice site, irrespective of the position
of all other adatoms; correlations are not considered. In contrast, the solution to our
kMC model is the set of joint probabilities of finding adatoms at different locations
on the surface, which explicitly includes correlations. In section 5, we show that
these correlations give rise to correction terms in the BCF model. (iii) In [1], the
step position is fixed. Here we view the step as a reservoir that can always move by
emitting (or absorbing) adatoms.

In [46] and [25], the authors use a 2D kMC master equation to derive a modified
diffusion equation that accounts for adatom interactions and external material depo-
sition on a terrace. However, they do not derive a step velocity law or linear kinetic
relation. An important part of their analysis is to represent the atomistic states as
sets of discrete height columns and then average over the heights of those columns.
This procedure removes the notion of discrete changes in height associated with steps
[see Fig. 1.2(a)]. Here we do not average over heights, and we explicitly represent
steps in our analysis.

In [35], the authors compare kMC simulations with the predictions of the BCF
model for a system with external deposition. The authors find the best agreement
between the two models when detachment from the step is switched off in the kMC
simulations. We speculate that including both external deposition and detachment
in the kMC model leads to conditions in which the surface is not in a low-density
regime; see section 6 where we discuss in more detail the possible effects of external
deposition.

1.3. Limitations. In this work, we focus exclusively on a system with a single
step for mathematical convenience. However, we expect that including more steps
will not affect our main conclusion; the BCF theory should be a consequence of the
low-density approximation, which should not rely on the number of steps. That is,
for each adatom created by detachment, energy must be added to the system to break
a bond at the step. But we expect that the probability of finding a state decreases
as the energy cost to make that state increases, which depends on the number of
adatoms (and not steps) in our model.

Because we limit ourselves to 1D, our analysis ignores any effects due to the 2D
step geometry; including such effects presents many additional complications to our
model. For example, it is reasonable to expect that the attachment/detachment ki-
netics at a 2D step will depend on the local step curvature (cf. for example, [30]).
In order to derive this result from an atomistic model, we would first need to formu-
late an appropriate master equation that accounts for both the 2D step position and
the number of adatoms on the surface. In contrast to our 1D model, for which the
number and positions of adatoms are the only degrees of freedom, considering a 2D
step position increases the configuration space of the system enormously. Moreover,
averaging in 2D introduces new challenges, since it might be necessary to take expec-
tation values over atomistic configurations that include variations of the step profile
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due to kinks (cf. [1]). We leave such issues for future work.

1.4. Structure of the Article. The remainder of the article is organized as
follows. In section 2, we present numerical results of kMC simulations that suggest
a correspondence between the kMC and BCF models. In section 3, we formulate the
m-p model and apply the low-density approximation in order to derive the 1-p model.
In section 4, we derive discrete BCF equations from the 1-p model. In section 5, we
extend this derivation to the m-p model and show how the continuum BCF equations,
with corrections, arise from the atomistic perspective. In section 6, we discuss our
results in the context of other kMC formulations and real material systems, and we
outline limitations of the model and pose open questions.

A few comments on our terminology are in order.

An edge atom has the properties that (i) it has only one in-plane nearest neighbor,
which is to its left, and (ii) all atoms to its left have two in-plane neighbors; see
Fig. 1.1(a).

A step atom has the properties that (i) it has two in-plane nearest neighbors, and
(ii) all atoms to its left have two in-plane nearest neighbors; see Fig. 1.1(a).

An adatom is a particle that is neither a step atom nor an edge atom; see
Fig. 1.1(a).

We say that an adatom attaches to a step when it moves to the lattice site directly
to the right of an edge atom; this adatom then becomes an edge atom. We say that
an edge atom detaches from the step and becomes an adatom when it moves to either
of its adjacent lattice sites; see Fig. 1.1(b).

A terrace site is any lattice site that is not directly to the right to an edge atom;
see Fig. 2.1.

Notation. We use the following notation and conventions throughout the text.
(i) We use j as an Eulerian coordinate to represent lattice sites in 1D and j as a
Lagrangian coordinate to represent the position of a single adatom.
(ii) Lowercase bold letters (such as α and a) represent multisets whose unordered
elements denote the positions of indistinguishable adatoms.5

(iii) α is an Eulerian coordinate and a is the corresponding Lagrangian coordinate in
a setting where more than one adatom exist on the surface.
(iv) |α| is the cardinality of multiset α (however, |x| denotes the absolute value of
the real number x, as usual).
(v) The symbol {} represents the empty set, ∅.
(vi) α\α′ denotes the multiset difference, or the elements of α that are not contained
in α′, including multiplicity (i.e. {1, 1, 2} \ {1, 2, 3} = {1}).

(vii) ||α|| is the Euclidean norm of α, i.e. ||α|| =
(∑

j j
2
)1/2

, j ∈ α.

(viii) Matrices are denoted by capital, bold letters (e.g. T ) and the corresponding
matrix elements with subscripted letters (e.g. Ti,j).
(ix) Tα,α′ extends the notation of a matrix element to multisets.
(x) 1α(x) = y if x appears y times in α. Note that 1α(x) is not the standard
definition of the set indicator function. We omit the subscript α when the multiset
being referenced is clear from context.
(xi) Unless otherwise noted, summation is implied over repeated indices.

5Note that the use of multisets (as opposed to ordered sets) is convenient for our purposes, since
it avoids the need to count permutations of particle positions.
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2. Correspondence between kMC and BCF: numerical results. Our goal
in this section is to motivate the idea that kMC models are a plausible microscopic
perspective from which to derive the BCF theory. We perform a series of kMC
simulations and show that their predictions are consistent with those of the BCF
theory. This exposition is divided into two subsections. In section 2.1, we outline the
simulation algorithm and describe the essential physics of our kMC model; in section
2.2, we discuss our numerical results.

2.1. Kinetic Monte Carlo simulations. We consider a 1D surface with N
semi-infinite height columns, which are each one atomic length a wide. These columns
are indexed by j, where 0 ≤ j ≤ N−1; 0, 1, or more atoms may reside in each column.
If m atoms are in the same column, they form a stack (starting from the column base)
that is ma atomic lengths high (cf. Fig. 2.1). Thus, the coordinates j and m define
a 2D grid, and the number of atoms on any square of that grid is either 0 or 1. We
impose screw periodic boundary conditions; for example, if an adatom hops to the
right from the (N − 1)th height column, it arrives at the 0th height column. We will
henceforth refer to the height columns indexed by j as “lattice sites”.

We take the total number of atoms in the system to be O(N). These atoms are
grouped into one of three classes: step atoms, edge atoms, and adatoms [cf. Fig. 1.1(a)
and section 1.4]. All atoms in a given class are otherwise indistinguishable. We assume
an immobile atom directly to the left of (j,m) = (0, 1) so that an atom at (0, 1) is
always either an edge or step atom. The step position s(t), which is a function of the
number of adatoms on the surface, is defined to be the lattice site (i.e. height column)
where the edge atom is found (cf. Fig. 2.1). We denote s0 as the location of the step
when all atoms are step or edge atoms, i.e. when there are no adatoms on the surface.

The state of the system is uniquely determined by the position of all adatoms, and
the system transitions from one state to another when one of three events happens:
(i) an adatom moves; (ii) an edge atom detaches from the step; or (iii) an adatom
attaches to the step. Whenever an edge atom detaches from (or an adatom attaches
to) the step, the step site moves to the left (right) by one lattice site.

Fig. 2.1. A schematic of the system that we consider in our 1D kMC simulations. The index j,
0 ≤ j ≤ N−1, labels height columns, and the index m labels height, m ≥ 1. Each ordered pair (j,m)
corresponds to a square with each side equal to an atomic length a. At most one atom may occupy
any such square. We apply screw periodic boundary conditions. Here, there are three adatoms on
the surface. The step position is denoted s. In sections 3, 4, and 5, we use s0 to denote the step
position s + |α|, where |α| is the number of adatoms on the surface. Every lattice site except for
j = s+ 1 is part of the terrace.

We define our kMC algorithm through the following set of rules.
Rule 2.1. An atom is only allowed to horizontally move a distance of one lattice

site at a given time; the stack from which (to which) the atom moves changes in height
by −a (+a).

Rule 2.2. An adatom hops from a terrace site to any adjacent terrace site with
a probability proportional to a constant rate D (described below), independent of the
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number of adatoms occupying the ending sites.
Rule 2.3. An adatom hops from the left (-) or right (+) to the site to the right

of the step with probability proportional to an attachment rate Dφ± (defined below),
provided the process only creates a single step atom.

Rule 2.4. An edge atom is allowed to detach from a step to the left (-) or right
(+) with probability proportional to a detachment rate Dkφ± (defined below), provided
the process destroys a single step atom.

Rule 2.5. All processes that create or destroy more than one step atom are not
allowed.

Physically, the parameter D corresponds to a hopping transition rate, i.e. the
inverse of the expectation time for an adatom to hop on the terrace. For our purposes,
it is sufficient to know that this parameter is often large in the sense that D ≥ O(N2)
s−1 [18]. The parameters k and φ± are Arrhenius factors that account for the extra
time needed to break a bond and attach to a step, respectively. We assume that

φ± = e−E±/kBT ,(2.1)

k = e−Eb/kBT ,(2.2)

where E± ≥ 0 and Eb > 0 are the attachment and bond energy barriers, respectively;
E− is sometimes referred to as the “Ehrlich-Schwoebel barrier” [9,36]. Each of these
barriers can be up to a few tenths of an eV, so that for temperatures up to roughly
1000 K, the values for φ± and k can range from 10−1 to 10−6 or smaller, depending
on the material. See [2,15,44] for a discussion on the physical assumptions underlying
D, φ±, and k, as well as section 6.1.

In practice, the set of rules 2.1-2.5 are implemented by a computer using random
number generators. Given a starting configuration, a single particle (from the allowed
set) is moved with a probability proportional to its transition rates. The amount of
simulation time for each process is also chosen randomly from a Poisson distribution
whose mean is the inverse of the transition rate for that process [2, 44]. Iterating
this algorithm evolves the system. For each set of parameters E±, Eb, and T , we
run about 106 simulations and calculate (i) the average step position, (ii) the average
number of adatoms j sites away from the step (for 1 ≤ j ≤ N − 1), and (iii) the
average flux of adatoms to the right step edge. Each realization begins in an initial
configuration in which all atoms are attached to the step.

Remark 2.6. Rule 2.2 amounts to the assumption that adatoms are non-
interacting. In 1D, the presence of nearest-neighbor adatom interactions can lead
to steady states in which the probability of an island nucleating is independent of its
size. However, in 2D, Boltzmann statistics for a kMC scheme show that large islands
are less probable than small islands (see section 6.2). Our assumption that adatoms
do not interact is meant to render our analysis more consistent with 2D systems while
avoiding subtleties associated with nucleation in 1D. See section 6.2 for a discussion
of this issue; see [3, 10] for works related to nucleation in 1D.

Remark 2.7. Rules 2.3, 2.4, and 2.5 imply that a step can never move by more
than one lattice site at a time. While this assumption is not necessary for the purposes
of our derivation, it simplifies the formulation of our master equation. See section 6.2
for a more in-depth discussion on variations of the master equation that allow for
more general types of step motion.

Remark 2.8. It is known that the probabilities of finding the system in an atom-
istic configuration numerically converge to an equilibrium Boltzmann distribution in
the long time limit. That is, the probability of finding a state with m adatoms is
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proportional to exp[−mEb/kBT ] when t → ∞. See, e.g., [23] for a discussion on how
kMC simulations approach equilibrium.

2.2. Simulation results. In Figs. 2.2 and 2.3, we show kMC results for our
1D surface with one step. In all simulations we fixed kBT = 1/40 eV (T ≈ 273 K),
D = 1010 s−1, and N = 50.

Fig. 2.2. The average number of adatoms at a given lattice site, relative to the step, for six
different times during a kMC simulation. The system is 50 lattice sites wide, and the step is always
taken to be at the zeroth (or leftmost) lattice site. We apply screw periodic boundary conditions.
For the results shown here, we use Eb = 0.15 eV, E± = 0 eV, kBT = 1/40 eV, D = 1010 s−1,
and N = 50. Note that the average number of adatoms directly to the right of the step reaches its
equilibrium value quickly relative to the timescale over which the system equilibrates. This behavior
is reminiscent of diffusion limited kinetics [18].

Figure 2.2 shows the average number nj(t) of adatoms that are j lattices sites
away from the step at six successive times. Since the index j is always measured
relative to the step (regardless of the number of adatoms on the surface), we set the
step position to be j = 0. We impose screw periodic boundary conditions so that
j = 0 and j = 50 correspond to the same lattice site.

In Fig. 2.3(a), we plot the flux of atoms to the right of the step versus time. In
Fig. 2.3(b), we plot this flux versus the number of adatoms n1 to the right of the step.
We emphasize five important features of Figs. 2.2 and 2.3.

Remark 2.9. Figure 2.2 shows that, on average, adatoms detach from a step
and diffuse towards the middle of the terrace. At long times the system approaches
an equilibrium in which the mean number of adatoms at a particular site is the same
for all sites. This behavior is consistent with (1.2).

Remark 2.10. In Fig. 2.3(b), the average flux at the step is approximately linear
in the average number of adatoms n1 over seven orders of magnitude of flux values.
Moreover, the magnitude of the slope of the corresponding curve is of order D, where
D = 1010 s−1, i.e. very large compared to N2 s−1. This behavior is consistent with the
linear kinetic relation (1.3) when κ is large. We return to this point in section 5.4.

Remark 2.11. In Fig. 2.3(b), the average flux vanishes when the average number
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of adatoms at the step goes to k. This result suggests that ceq in (1.3) can be identified
with k/a, where a is the atomic spacing. In section 5, we return to this point.

Remark 2.12. In Fig. 2.2, the average number of adatoms at the step edge
reaches its equilibrium value on a timescale that is much shorter than the time for
the system to reach equilibrium. This behavior, in light of Remarks 2.10 and 2.11, is
reminiscent of diffusion limited kinetics. In the BCF theory, diffusion limited kinetics
is the regime for which the attachment/detachment rate κ → ∞ in (1.3), forcing the
boundary condition c = ceq at the step edge.

Remark 2.13. Both Figs. 2.2 and 2.3 show that the equilibrium number of
adatoms at a given lattice site is roughly nj(t→∞) ≈ k = e−Eb/(kBT ). Note that

(2.3) nj(t→∞) :=
∑
α

χ(α, j)e−Ebn(α)/(kBT ) ≈ e−Eb/(kBT ),

where summation is over all possible states α, the total number of adatoms in state
α is n(α), and χ(α, j) is the number of adatoms j sites away from the step for state
α. Since we identify Eb as the energy cost to create a single adatom, we conclude that
nj is dominated entirely by the one particle states. This observation is central to the
analysis that follows.

Fig. 2.3. (a) The average flux of atoms to the right of the step versus time. Positive values
correspond to net detachment of particles. (b) The average flux of atoms at the right of the step
versus the probability n1 of finding an adatom at j = 1. For the results shown here, we used the
values Eb = 0.15 eV, E± = 0 eV, kBT = 1/40 eV, D = 1010 s−1, and N = 50. Note that for
n1 ≈ k = D exp(−Eb/kBT ), the flux of atoms goes to zero, which suggests that a corresponding
equilibrium density ceq in the BCF theory should be proportional to k. As a function of n1, the flux
is approximately linear in a certain regime of adatom probabilities.

3. KMC master equation. Our goal in this section is to formulate a plau-
sible, analytic framework from which we can derive the BCF theory. We begin by
considering a “multi-particle” (m-p) model, which is an analytic version of the kMC
algorithm of section 2. Motivated by Remark 2.13, we show that the m-p model may
be cast into the form of a BBGKY-type hierarchy whose first equation describes the
motion of a single adatom; this equation reduces to the 1-p model by application of
the low-density approximation. As the 1-p model bears some resemblance to (1.2)
and (1.3), we use it extensively in sections 4 and 5 as a starting point from which we
derive the BCF theory.

3.1. Multi-particle model. We begin with an analytic model that allows more
than one atom to move on the surface. We use the setting of section 2; cf. Fig. 2.1.
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3.1.1. General Case. In this subsection, we provide a master equation formal-
ism that describes an arbitrary number of moving particles. First, we introduce the
multiset notation. Consider the system described in section 2.1, and let α be a mul-
tiset whose elements denote the positions of m = |α| ≥ 0 adatoms. Any element
j ∈ α satisfies 0 ≤ j ≤ N − 1 and records the location of one of the m adatoms. Any
element j ∈ α may have a multiplicity greater than 1; the multiplicity of j is equal to
the number of adatoms at the lattice site j. Since the location of all adatoms contains
all of the information about the system, we call a = α the system state.

The set of rules describing our kMC model are the same as those in section 2.1.
Analytically these rules are represented by a system of ordinary differential equations
(ODEs), a master equation.

Definition 3.1. Let pα(t) be the probability that there are adatoms occupying
the sites given by α. This pα is the solution to the m-p model if it satisfies the ODEs

(3.1) ṗα = Tα,α′pα′ ,

for t > 0. These ODEs are supplemented by screw periodic boundary conditions and
the initial data pα(0), which satisfies

∑
α pα(0) = 1. The Tα,α′ is a transition matrix

with the following properties.

Tα,α′ = 0 if |α|= |α′|, |α\α′| = 1, and
∣∣∣||α\α′|| − ||α′\α||

∣∣∣ > 1,(3.2)

Tα,α′ = 0 if
∣∣∣|α| − |α′|

∣∣∣ > 1,(3.3)

Tα,α′ = D if |α| = |α′| and
∣∣∣||α\α′|| − ||α′\α||

∣∣∣ = 1,(3.4)

Tα,α′ = Dkφ± if |α| − |α′| = 1 and α \α′ = {s0 − ||α′|| ± 1},(3.5)

Tα,α′ = Dφ± if |α′| − |α| = 1 and α′ \α = {s0 − ||α|| ± 1},(3.6)

Tα,α′ = −
∑
α′

α′ 6=α

Tα′,α for all α.(3.7)

Equations (3.2)–(3.7) have simple interpretations in terms of Rules 2.1-2.5. Equa-
tion (3.2) states that only one adatom may move at a time, and in this process, it
may only move a distance of one lattice site (Rule 2.1). Equation (3.3) states that no
process may create or destroy more than one adatom [Rule 2.5; cf. also Remark 2.7].
Equation (3.4) states that adatoms hop between terrace sites at a constant rate D
(Rule 2.2). Equation (3.5) states that edge atoms detach to the right or left at a
constant rate Dkφ± (Rule 2.4). Equation (3.6) states that adatoms attach to the
step from the right or left at a constant rate Dφ± (Rule 2.3). Equation (3.7) ensures
that probability is conserved, or equivalently, that

∑
α ṗα = 0.

Remark 3.2. The m-p model is ergodic, i.e. any state a′ = α′ can be reached
from any other state a = α in a finite number of transitions; see Lemma A.3 of
Appendix A for a basic proof.

Remark 3.3. The transition matrix T given by (3.2)–(3.7) satisfies the Kol-
mogorov criterion, which states that, for any closed loop in state space, (a = α′) →
(a′ = α′) → (a′′ = α′′) → ... → (a′′′ = α′′′) → (a = α), the product of
rates in the forward direction equals the product of rates in the reverse direction.
That is, if Tα,α′ is the transition rate from state a′ = α′ to state a = α [cf.
(3.20)], then Tα′,αTα′′,α′ ...Tα,α′′′ = Tα′′′,α...Tα′,α′′Tα,α′ (summation not implied);
see Lemma A.4 of Appendix A for a basic proof.
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Remark 3.4. The ergodicity property of (3.2)–(3.7) and the fact that the tran-
sition matrix T satisfies the Kolmogorov criterion are sufficient to ensure that any set
of real initial data pα(0) approaches a unique steady state in the long time limit. See
Proposition A.5 of Appendix A.

3.1.2. An example: the 2-p model. In this section, we give a specific example
of an m-p model in which there are only two movable atoms in the entire system; we
refer to this as the 2-p model.

Fig. 3.1. Schematic of the 2-p model. Only two atoms are movable. (a) Zero-particle state
(|α| = 0). (b) One-particle state, for which |α| = 1. (c) Two-particle state, for which |α| = 2. The
matrix elements of T that describe the transition rates between the illustrated states are written next
to arrows indicating the direction of the transition. See also (3.18a)–(3.18g).

The multisets α that label adatom configurations may have 0, 1, or 2 elements,
which correspond to zero-particle, one-particle, or two-particle states; see Fig. 3.1.
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We enumerate all of the non-zero, off-diagonal matrix elements of Tα,α′ :

T{s0±1},{} = Dkφ± (0 -p → 1 -p transition)(3.18a)

T{},{s0±1} = Dφ± (1 -p → 0 -p)(3.18b)

T{j},{j±1} = D j, j ± 1 6= s0 − 1 (1 -p → 1 -p)(3.18c)

T{j,s0−1±1},{j} = Dkφ± j 6= s0, s0 − 1 (1 -p → 2 -p)(3.18d)

T{j},{j,s0} = Dφ+ j 6= s0 − 1 (2 -p → 1 -p)(3.18e)

T{j},{j,s0−2} = Dφ− j 6= s0 − 1, s0 (2 -p → 1 -p)(3.18f)

T{j,k},{j,k±1} = D j 6= s0 − 1, (2 -p → 2 -p)(3.18g)

k, k ± 1 6= s0 − 1

3.1.3. M-p model as a BBGKY-type hierarchy. As section 3.1.2 illustrates,
it is possible to separate the system states into a hierarchy based on the number of
adatoms |a| in state a. In general, we write

ṗα =
∑
α′

|α′|=|α|−1

Tα,α′pα′ +
∑
α′

|α′|=|α|

Tα,α′pα′ +
∑
α′

|α′|=|α|+1

Tα,α′pα′ .(3.8)

Equation (3.8) is a BBGKY-type hierarchy that connects the time evolution of an
|α|-adatom joint joint probability to the (|α| − 1) and (|α| + 1)-adatom joint joint
probabilities. Motivated by Remark 2.13, we explicitly write the equations for |a| = 1:

ṗ{j} = D[p{j+1} − 2p{j} + p{j−1}]−Dk(φ+ + φ−)p{j}

+Dφ+p{j,s0} +Dφ−p{j,s0−2}, j 6= 0, s0, s0 ± 1, N − 1,(3.9)

ṗ{s0+1} = D[kφ+p{} − (1 + φ+)p{s0+1} + p{s0+2}]−Dk(φ+ + φ−)p{s0+1}

+Dφ+p{s0,s0+1} +Dφ−p{s0−2,s0+1},(3.10)

ṗ{s0−1} = D[kφ−p{} − (1 + φ−)p{s0−1} + p{s0−2}],(3.11)

ṗ{} = D[φ−p{s0−1} − k(φ− + φ+)p{} + φ+p{s0+1}].(3.12)

Note that the terms Dk(φ+ + φ−)p{j} and Dφ+p{j,s0} +Dφ−p{j,s0−2} in (3.9) [and
the analogous terms in (3.10)] account for processes in which an adatom detaches
from or attaches to the step.

Based on our numerical results in section 2, we expect that (3.9)–(3.12) describe
the dominant behavior of the system. Moreover, since (3.9) resembles a discrete
diffusion equation (provided we ignore processes involving two-particle states), and
(3.10)–(3.12) describe transitions at the step, we take these equations as a plausible
starting point for our derivation of the BCF theory.

3.2. The one-particle model. In this section, we define this one-particle model
more precisely as coming from a truncation of the m-p model at the level of the |a| = 1
states. Consider (3.9)–(3.12) and neglect all terms that contain (i) pα, where |α| = 2,
or (ii) kpα, where α 6= {}. We replace the multiset notation α = {j} with the
index j and α = {} with s0. This truncation scheme amounts to the low-density
approximation and produces the 1-p model as follows.

Definition 3.5. Let pj(t) be the probability that the atom is at site j. Then we
say that pj(t) is the solution to the 1-p model if pj(t) solves

ṗj = D[pj+1 − 2pj + pj−1], j 6= 0, s0, s0 ± 1, N − 1(3.13)

ṗs0±1 = D[kφ±ps0 − (1 + φ±)ps0±1 + ps0±2],(3.14)

ṗs0 = D[φ−ps0−1 − k(φ− + φ+)ps0 + φ+ps0+1],(3.15)
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Fig. 3.2. A schematic of the 1-p model. Only a single particle is allowed to move on the
surface, and it may occupy one of N lattice sites, indexed 0 ≤ j ≤ N − 1. All other particles in the
system are fixed.

for t > 0, which are supplemented by the initial data pj(0) and the screw periodic
boundary conditions,

ṗ0 = D[p1 − 2p0 + pN−1],(3.16)

ṗN−1 = D[pN−2 − 2pN−1 + p0],(3.17)

where pj(0) must satisfy

(3.18)
∑
j

pj(0) = 1.

By analogy to section 3.1.1, we denote the position of the moving atom by j, where
0 ≤ j ≤ N −1 (cf. Fig. 3.2). We refer to the atom position j as the system state, since
j is the only element of the model that can change.

It is straightforward to show that the boundary conditions (3.16) and (3.17) imply∑N−1
j=0 ṗj = 0, so that properly normalized initial data will remain so for all times

t > 0. As we show in section 6.2, the details of the boundary conditions do not change
the local behavior of the step, provided (3.18) remains true for all times t > 0.

Equations (3.13)–(3.17) may be written in the form

(3.19) ṗj = Tj,j′pj′ ,

where Tj,j′ is a matrix element that describes the transition rate from state j′ = j′ to
j = j. The matrix elements are

Tj,j′ =D{δj+1,j′ [1 + δj,s0(φ+ − 1) + δj+1,s0(kφ− − 1)]

−δj,j′ [2 + δj,s0(φ+ + φ− − 2) + δj,s0+1(φ+ − 1) + δj,s0−1(φ− − 1)]

+δj−1,j′ [1 + δj,s0(φ+ − 1) + δj−1,s0(kφ+ − 1)]},(3.20)

where δj,j′ is the Kronecker delta, i.e. δj,j′ = 1 if j = j′ and δj,j′ = 0 if j 6= j′.
Remark 3.6. Equations (3.13)–(3.17) imply ergodicity of the system, i.e. any

state j′ can be reached from any other state j in a finite number of transitions; see
Lemma A.1 of Appendix A for a basic proof.

Remark 3.7. Equations (3.13)–(3.17) satisfy the Kolmogorov criterion [19, 22].
See Lemma A.2 of Appendix A for a basic proof.

Remark 3.8. The ergodicity of (3.13)–(3.17) and the fact that the transition
matrix (3.20) satisfies the Kolmogorov condition are sufficient to ensure that any real
initial data will evolve to a unique steady state at long times; see Proposition A.5 of
Appendix A.
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4. Averaging the 1-p model: discrete BCF equations. Motivated by the
results of section 2.2 and Remark 2.13, our goal in this section is to show that the
1-p model contains the essential elements of the BCF model. In this vein, we pursue
the following tasks: (i) we define the step position and adatom density as averages
over the probabilities pj(t) (section 4.1); (ii) we show that the time evolution of these
averages is described by a discrete second order difference scheme for the adatom
density, a step velocity law; (iii) we derive a linear kinetic relation, with corrections,
at the step edge (section 4.2); and (iv) we determine the conditions under which the
corrections remain negligibly small for all t > 0 (section 4.3).

4.1. 1-p equilibrium solution: notion of averaging. In equilibrium statisti-
cal mechanics, measurable quantities are often described as expectation values taken
over an appropriate probability measure [27]. Here, in particular, we use the notion
of the equilibrium Boltzmann distribution to motivate definitions of the step position
and adatom density for a system out of equilibrium.

We begin by setting ṗj = 0 in (3.13)–(3.17). By inspection we find that the steady
state solution is peqj = k/Z for j 6= s0 and peqs0 = 1/Z, where Z = [(N − 1)k + 1] is a

normalization constant.6 Noting that k = exp (−Eb/kBT ), we immediately conclude
that peqj is the Boltzmann distribution corresponding to our 1-p model; the steady
state is also equilibrium.

Hence, a natural definition of the equilibrium step position is

(4.1) ςeq :=

∑
j 6=s0

(s0 − 1)∆x peqj

+ s0 ∆x peqs0 ,

while the adatom density may be defined as

(4.2) ceqj := peqj /∆x j 6= s0,

where ∆x = L/N and L is the linear size of the system. Note that the equilibrium
adatom density is everywhere constant.

We define the time-dependent step position and adatom density by replacing the
equilibrium probabilities peqj with pj(t) in expressions (4.1) and (4.2).

Definition 4.1. The step position ς(t) and adatom density cj(t) are defined as

ς(t) :=

∑
j 6=s0

∆x(s0 − 1)pj(t)

+∆xs0ps0(t),(4.3)

cj(t) := pj(t)/∆x j 6= s0,(4.4)

for all t ≥ 0.
By Remark 3.8, s(t) and cj(t) are guaranteed to converge to their equilibrium

values given by (4.1) and (4.2). Hence, we view (4.3) and (4.4) as the simplest expres-
sions for the step position and adatom density that are consistent with equilibrium
statistical mechanics.

Remark 4.2. We always assume that N exp(−Eb/kBT ) = Nk � 1. This may
be viewed as either a low-temperature or high-bond energy limit of the system.7

6Z is in fact the partition function.
7For physically reasonable values of Eb (e.g. a few tenths of an electron-volt), temperatures

T . 1000 K are considered to be low. See section 6.1 for more discussion on this point.
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Recalling that Z = (N − 1)k + 1 one finds that peqs0 = 1/Z = 1 − O(Nk) and
peqj = k/Z = k − O(Nk2) for j 6= s0. That is, the low-temperature limit also
corresponds to a low-density limit of the system, insofar as the atom remains attached
to the step with a probability approximately equal to 1; see also section 4.3.

4.2. Evolution laws for averaged quantities. Next we derive evolution laws
for (4.3) and (4.4). Applying a time derivative to (4.3) and noting that the sum over
(3.13) is telescoping, we find

(4.5) ς̇(t) = (∆x)2Dφ−(cs0−1 − kps0/∆x) + (∆x)2Dφ+(cs0+1 − kps0/∆x).

The differences cs0±1 − kps0/∆x are proportional to the flux of adatoms to site s0,
and the step velocity is given by the difference of adatom fluxes at the step.

Equation (3.13) is already a discrete adatom diffusion equation, so that we only
need to derive boundary conditions at the step edge. We first write (3.14) in the same
form as (3.13) plus a remainder term:

(4.6) ċs0±1 = D(c±s0 − 2cs0±1 + cs0±2) +D[(1− φ±)cs0±1 + (kφ±)ps0/∆x− c±s0 ],

where we introduce the new variables c±s0 , which we interpret as the right (+) or left
(-) density at the step edge. We identify these densities c±s0 as the discrete analogues
of c± appearing in (1.3).

By setting

(4.7) D[cs0±1 − c±s0 ] = Dφ±[cs0±1 − kps0/∆x],

we cast (4.6) into the same form as (3.13) and determine a set of boundary conditions
for the adatom density at the step edge.8

To interpret the quantities appearing in (4.7), we compare this equation with
(1.3). On the left-hand side of (4.7), we identify

(4.8) J± := D(cs0±1 − c±s0)

as the discrete flux to the step edge. On the right-hand side of (4.8), we assume that
cs0±1 ≈ c± when ∆x = L/N is small.

Caution should be exercised in comparing kps0/∆x of (4.7) with ceq of the BCF
theory. In (1.3), ceq is a reference density against which c± is measured. If the c±

equals ceq, then no current flows to or from the step. Moreover, this reference density
should be defined for a system in equilibrium.

Microscopically, this idea corresponds to a detailed balance of flux at the step edge.
That is, in (3.14), if ps0±1 = k/Z and ps0 = 1/Z, then no probability current flows
to or from the step. In the kMC model, the reference density is simply proportional
to the rate k at which atoms detach from the step, provided k is small. This idea is
further reinforced by the usual definition that ceq ∼ exp(−µ/kBT ), where the chemical
potential µ is the energy cost of adding an adatom to the surface. In the kMC model,
this cost is precisely Eb. Hence, we define the discrete equilibrium density as

(4.9) c̆eq := k/∆x.

On the right-hand side of (4.7), this c̆eq is multiplied by ps0 . However, we recall
that when kN � 1, the equilibrium solution ps0 = 1−O(Nk). Therefore, we postulate

8Note that (4.7) adds two additional equations (corresponding to c±s0 ) to the system (3.13)–(3.17).
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that whenever the system is sufficiently close to equilibrium, we can replace kcs0 →
k/∆x+O[(Nk)2] and neglect the correction term. Under this assumption, we write

(4.10) J± = Dφ±[cs0±1 − k/∆x] +O[(Nk)2] ∼ Dφ±[cs0±1 − c̆eq],

which is a discretized version of (1.3).
Remark 4.3. Unlike the correction terms that we consider in section 5, the

O[(Nk)2] term in (4.10) is due to memory effects, not multi-adatom correlations.
Indeed, by integrating (3.15), we obtain

(4.11) ps0(t) =

∫ t

0

dt′e−k(φ−+φ+)(t−t′)[φ−ps0−1(t
′) + φ+ps0+1(t

′)].

The value of ps0 that multiplies k/∆x in (4.7) depends on the history of ps0−1 and
ps0+1. Physically, we interpret this to mean that the rate of detachment from a step
depends on whether an edge atom is actually available to detach. In section 5, we
show that this correction term does not appear in an analysis of the m-p model, since
an edge atom is always available to detach from the step.

4.3. Maximum principle for the 1-p model. In this section, we derive a sim-
ple maximum principle that specifies a class of initial data for which cs0 = O[(∆xZ)−1]
for all times. When this condition is satisfied, we define the system as being “near-
equilibrium.” If, in addition, Nk � 1 (i.e. in the low-temperature regime), then
kcs0 = l/∆x−O[(Nk)2], and we ignore the correction terms in (4.7).

Theorem 4.4. Let pj(t) be the solution to (3.13)–(3.17) with initial data pj(0),
and define p̂j = pj/k for j 6= s0 and p̂s0 = ps0 . Then p̂j satisfies the maximum
principle that max

j
{p̂j(t)} ≤ max

j
{p̂j(0)} forall t > 0.

Proof. We proceed by reductio ad absurdum. Writing (3.13)–(3.17) in terms of p̂j
yields

k ˙̂pj = Dk[p̂j+1 − 2p̂j + p̂j−1], j 6= s0, s0 ± 1,

k ˙̂ps0±1 = Dk[φ±p̂s0 − (1 + φ±)p̂s0±1 + p̂s0±2],
˙̂ps0 = Dk[φ−p̂s0−1 − (φ− + φ+)p̂s0 + φ+p̂s0+1].(4.12)

Let us assume that at some time t there is an l such that ˙̂pl(t) ≥ 0 and p̂l(t) ≥ p̂j(t)
for all j 6= l. By virtue of (4.12), we infer that

p̂l(t) ≥
θ1p̂l−1(t) + θ2p̂l+1(t)

θ1 + θ2
,

where θ1,2 stand for 1 or φ±, depending on the value of l. By assumption, it is
impossible to have p̂l±1(t) > p̂l(t), so that either p̂l is not a maximum or p̂j is constant
for all j.

Corollary 4.5. If pj(0) ≤ O(k) for j 6= s0 and ps0(0) = O(1), then pj(t) ≤
O(k) for j 6= s0 and ps0(t) = O(1) for all times t.

Corollary 4.5 is the key result that specifies the conditions under which (4.10)
is a discrete linear kinetic relation to O(k); if the system starts in any configuration
in which ps0 = O(1), then corrections to the linear kinetic relation will always be
O[(Nk)2]. Whenever the initial data satisfies the hypotheses of Corollary 4.5, we
consider the system to be near-equilibrium. In section 5, we extend this result, as
well as the derivation of the discrete, BCF equations, to the m-p model.
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5. Averaging the m-p model. In sections 3 and 4, we derived discrete BCF-
type equations by (i) applying the low-density approximation (i.e. the truncation
scheme) to the m-p model, and then (ii) averaging over the resulting 1-p probabilities.
This approach highlights the fact that the low-density approximation is central to the
BCF theory. However, care should be exercised in deriving the continuum versions
of (4.5) and (4.7). Specifically, we take the physically motivated perspective that the
step position and adatom density are ensemble averages taken over all states a. By
averaging the atomistic states after truncation, we leave out contributions that come
from multi-particle states. These contributions are negligibly small, O[(Nk)2], in the
low-density regime.

In this section, we include the multi-particle states in the averaging process in
order to capture corrections due to adatom correlations. In this vein, we reverse the
approach of sections 3 and 4. First we average the step position and adatom density
over all states a, which reduces the m-p model to a 1-p model plus corrections. Second,
by generalizing the maximum principle of 4.3, we determine a criterion under which
the corrections remain small for all times.

5.1. The m-p problem: averaging revisited. In this section, we define the
step position and adatom density for the m-p model by averaging over all states a;
cf. (5.2) and (5.3). We begin by finding the equilibrium solution of the m-p model.
Examination of (3.2)–(3.7) reveals that ṗα = 0 implies that the steady state solution
is peqα = k|α|/Z for all α, where

(5.1) Z := 1 + k

 ∑
α

|α|=1

1

+ k2

 ∑
α

|α|=2

1

+ ...+ km

 ∑
α

|α|=m

1


is the partition function. Noting that k|α| = exp(−|α|Eb/kBT ), where |α| is the
number of adatoms in state α, we again conclude that the steady-state solution of the
m-p problem is in fact the equilibrium solution, consistent with Boltzmann statistics.

By analogy to (4.3) and (4.4), we define the following time-dependent expectation
values for the step position and adatom density.

Definition 5.1. The step position ς(t) and adatom density cj(t) at the jth lattice
site away from the step are defined as

ς(t) :=

[∑
α

∆x (s0 − |α|) pα(t)

]
(5.2)

cj(t) :=
∑
α

s0−|α|+1+j∈α

pα(t)/∆x,(5.3)

for all t > 0.
As in section 4, ∆x = L/N . In the long time limit, these expectation values converge
to the m-p analogues of (4.1) and (4.2).

Remark 5.2. Equation (5.3) is the expectation value of finding at least one
adatom j sites from the step. This definition does not coincide with the conventional
notion of a particle density, since |α| does not multiply pα. On the other hand, (5.3)
is appropriate for a kMC scheme in which only one particle is allowed to move at any
given time, regardless of how many adatoms occupy a given site. See section 6.3 for
a discussion of this point.
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Remark 5.3. If Nk � 1, then by (5.1), one finds Z = 1−O(Nk). In equilibrium
the probability that all atoms are attached to the step is p{} = 1−O(Nk).

5.2. Discrete BCF equations from the m-p model. In this section we de-
rive evolution laws for the (time dependent) step position and adatom density. The
procedure for deriving the step velocity law is the same as in section 4.2; we apply a
time derivative to (5.2) and use (3.2)–(3.7) to simplify the resulting expression. This
yields

ς̇(t) = D(∆x)2[φ+c1(t) + φ−c−1(t)− (φ− + φ+)(k/∆x)]

−D∆x
∑

α∈F+
a

φ+pα − D∆x
∑

α∈F−
a

φ−pα + D∆x
∑
α∈Fd

k(φ++φ−)pα,(5.4)

where the sets F±
a and Fd are defined as

F+
a := {α : 1(s0 − |α|+ 2) ≥ 2},(5.5)

F−
a := {α : 1(s0 − |α|+ 2) ≥ 1, 1(s0 − |a|) ≥ 1},(5.6)

Fd := {α : s0 − |α| ∈ α}.(5.7)

Equations (5.5)–(5.7) define the sets of states in which attachment to the step from
the right (F+

a ), attachment from the left (F−
a ), and detachment (Fd) are forbidden; cf.

Rule 2.5 and Fig. 5.1. By virtue of the definition for cj(t), such forbidden transitions
are included in the first line of step velocity law (5.4), so that the second line is
necessary to remove them.

Fig. 5.1. Illustration of forbidden transitions in our kMC model. The state {} on the left may
not transition to the states {s0 − 2, s0} or {s0, s0} on the right. More generally, the model forbids
processes in which (i) a step atom moves or (ii) two or more step atoms are created. See also
(5.5)–(5.7).

In order to derive the discrete adatom diffusion equation, we apply a time deriva-
tive to (5.3) for j 6= ±1 and again use (3.2)–(3.7) to simplify the resulting expression.



Connection of KMC and BCF 21

This yields

ċj(t) = D[cj+1 − 2cj + cj−1]

− D
∑

α∈U−
j

p̃α + 2D
∑
α∈Uj

p̃α −D
∑

α∈U+
j

p̃α

− D
∑

α∈Dj

k(φ++φ−)p̃α + D
∑

α∈A+
j+1

φ+p̃α + D
∑

α∈A−
j+1

φ−p̃α

+ D
∑

α∈Dj−1

k(φ++φ−)p̃α − D
∑

α∈A+
j

φ+p̃α − D
∑

α∈A−
j

φ−p̃α,(5.8)

where the sets Uj , U±
j , Dj , and A±

j are defined as

Uj := {α : 1(s0 − |α|+ 1 + j) ≥ 2},(5.9)

U+
j := {α : s0 − |α|+ 1 + j ∈ α, s0 − |α|+ 2 + j ∈ α},(5.10)

U−
j := {α : s0 − |α|+ j ∈ α, s0 − |α|+ 1 + j ∈ α},(5.11)

Dj := {α : s0 − |α|+ j + 1 ∈ α, s0 − |α|∈/α},(5.12)

A+
j := {α : s0 − |α|+ j + 1 ∈ α, 1(s0 − |α|+ 2) = 1},(5.13)

A−
j := {α : s0 − |α|+ j + 1 ∈ α, s0 − |α| ∈ α, s0 − |α|+ 2∈/α}.(5.14)

The set Uj contains all states a in which two or more adatoms are at site j (relative
to the step), while the sets U±

j are those sets in which an adatom is at site j, and
another adatom is at j ± 1. The set Dj contains all states with an adatom at j and
an edge atom that may detach from the step. The sets A±

j contain the states with an
adatom at j and another adatom which is able to attach to the step from the left (-)
or right (+). By virtue of (5.3), transitions between state a ∈ Uj and state a′ ∈ U±

j

(where Tα,α′ 6= 0) leave the value of cj(t) unchanged; thus, the second line of (5.8)
removes such transitions from the equation (see also Fig. 5.2 and Remark 5.2). The
third and fourth lines of (5.8) account for the fact that the density cj(t) [cf. (5.3)]
changes whenever the step moves, since the adatom positions are always measured
relative to the step; see also Fig. 5.3.

Fig. 5.2. Transitions that leave the adatom density unchanged. The density cj(t) is not changed
by any transition in which the lattice site j (relative to the step) is occupied by at least one adatom
before and after the transition. The correction terms appearing in the second line of (5.8) remove
such transitions from the equation for ċj . See (5.3) and Remark 5.2.
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Fig. 5.3. Schematic of the effect of step motion on adatom density. When a step moves via
an attachment or detachment process, all adatoms change their position relative to the step. Hence,
such transitions also change the density cj(t) [cf. (5.3)]. The correction terms appearing in the third
and fourth lines of (5.8) account for such changes.

By applying a time derivative to c1(t), we find

ċ1(t) = D[c+ − 2c1 + c2] +D[c1(1− φ+) + (k/∆x)φ+ − c+]

−D
∑
α∈Fd

kφ+p̃α + D
∑

α∈F+
a

φ+p̃α + D
∑
α∈U1

p̃α − D
∑

α∈U+
1

p̃α

−D
∑

α∈D1

kφ−p̃α + D
∑

α∈A+
2

φ−p̃α,(5.15)

where the last two lines are correction terms accounting for processes that (i) are for-
bidden in our kMC rules (via Fd and F+

a ), (ii) leave the density of adatoms unchanged
(via U1 and U+

1 ), or (iii) cause the step to move (relative to the adatom) by means
of a detachment (D1) or attachment (A+

2 ) process. As in section 4.2, the density c+

is a new variable that we introduce in order to make the evolution equation for ċ1(t)
take the same form as (5.8). We therefore assume that

(5.16) D[c1(1− φ+) + (k/∆x)φ+ − c+]−D
∑
α∈Fd

kφ+p̃α + D
∑

α∈F+
a

φ+p̃α = 0,

which determines the boundary condition for c1 at the right of the step; we group the
correction terms associated with forbidden processes with the kinetic relation (5.16),
since these are the same correction terms appearing in (5.4).

Similarly, by applying a time derivative to c−1(t) we find

ċ−1(t) = D[c− − 2c−1 + c−2] +D[c−1(1− φ−) + (k/∆x)φ− − c−]

−D
∑
α∈Fd

kφ−p̃α + D∆x
∑

α∈F+
a

φ−p̃α + D
∑

α∈U−1

p̃α − D
∑

α∈U−
−1

p̃α

+D
∑

α∈D−2

kφ+p̃α − D
∑

α∈A+
−1

φ+p̃α.(5.17)

The correction terms in the second, third, and fourth lines of (5.17) have similar
interpretations as those appearing in (5.15); we use c− in the same way as c+, i.e. to
make (5.17) have the same form as (5.8). To find a boundary condition for c−1(t), we
set

(5.18) D[c−1(1− φ−) + (k/∆x)φ− − c−]−D
∑
α∈Fd

kφ−p̃α + D∆x
∑

α∈F+
a

φ−p̃α = 0.
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Remark 5.4. All of the correction terms appearing in (5.4)–(5.18) contain either
probabilities pα in which |α| ≥ 2 or are proportional to kpα, with |α| ≥ 1. By the
maximum principle of section 5.3, these corrections are all negligibly small.

5.3. Maximum principle for the m-p model. In this section, we determine
a set of near-equilibrium conditions ensuring that the correction terms appearing in
(5.8)–(5.17) remain small for all times t > 0. To this end, we present a generalization
of Theorem 4.4.

Theorem 5.5. Assume that pα(t) is the solution to ṗα(t) = Tα,α′pα′(t), where
summation is implied over repeated multisets and Tα,α′ is given by (3.2)–(3.7). More-
over, assume that |α| ≤ m for all α, where m is some positive integer, and define
p̂α(t) := pα(t)/k

|α|. Then p̂α(t) satisfies the maximum principle that max
α

{p̂α(t)} ≤
max
α

{p̂α(0)} for all times t > 0.

Proof. We proceed by reductio ad absurdum. Written in terms of the rescaled
probabilities p̂α, (3.1) becomes

(5.19) k|α| dp̂α
dt

=
∑
α′

Tα,α′k|α
′|p̂α′(t)

(we write summations explicitly to avoid confusion). Suppose that there is a maximum
p̂α(t) at some time t, i.e. p̂α(t) ≥ p̂α′(t) for all α′ 6= α and dp̂α/dt ≥ 0. Recalling
(3.7), we conclude that

(5.20)
∑
α′

α′ 6=α

Tα,α′bα′k|α
′| ≤ k|α|

∑
α′

α′ 6=α

Tα′,α,

where bα′ := p̂α′/p̂α ≤ 1 by assumption. We now compare elements of each sum
term by term in the above equation. In view of (3.2)–(3.7), we consider the three
possible cases, (i)–(iii), where summation is not implied over repeated indices:

(i) if |α| = |α′|, then Tα,α′ = Tα′,α;

(ii) if |α| = |α′|+ 1, then Tα,α′k|α
′| = Tα′,αk

|α|; and

(iii) if |α| = |α′| − 1, then Tα,α′k|α
′| = Tα′,αk

|α|.

Comparing the right- and left-hand sides of (5.20), we therefore see that the
inequality only holds when bα′ = 1 for every α′, which concludes the proof.

Corollary 5.6. Assume that pα(0) ≤ O(k|α|). Then pα(t) ≤ O(k|α|) for all
times t.

Whenever the initial data satisfies pα(0) ≤ O(k|α|), we consider the system to
be near equilibrium. We refer to the hypotheses of this corollary as near-equilibrium
conditions.

Remark 5.7. Corollary 5.6 defines the conditions under which the discrete BCF
equations are valid to O(k) for all times.

5.4. Continuum limit of the m-p model. In this section, we formally derive
the continuum limit of (5.4)–(5.17), which is a step-continuum model in the sense
described in [18]. We begin with the assumption that as ∆x → 0, the function
p̂α(t) → p̂(x, t), where x is an unordered multiset whose elements (which have units
of length) may take any continuous value from 0 to L. We further assume that
p̂α(t)− p̂α′(t) = O(∆x) for all t > 0 and all pairs α and α′ (with α 6= α′) for which
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Tα,α′ 6= 0.9

Under these assumptions, cj(t) → c(x, t) where x is a continuous variable, 0 ≤
x ≤ L. Furthermore, as ∆x → 0 we find

c((j + 1)∆x, t)− c(j∆x, t)

∆x
= ∂xc(x, t) +O(∆x),(5.21)

c((j + 1)∆x, t)− 2c(j∆x, t) + c((j − 1)∆x, t)

∆x2
= ∂xxc(x, t) +O(∆x).(5.22)

Next, we set D = D(∆x)2, where D is a macroscopic diffusivity that remains bounded
when N → ∞. We also impose the condition 0 < K = Nk � 1 as N → ∞ and assume
that the system is near-equilibrium (cf. Remark 5.7). Under these assumptions, we
find that step velocity law (5.4) is recast in the form

(5.23) ς̇(t) = Dφ+(c
+ − ceq) +Dφ−(c

− − ceq) +O(Kk).

In (5.23), we therefore identify Dφ± as aκ±, where a is the atomic length in the BCF
model. In order to show that the correction is O(Kk), consider the second line of
(5.4); for example, the term

(5.24) D∆x
∑

α∈F+
a

pα ≤ D∆xC

n=m∑
n=2

Nn−2kn = O(Kk),

where C is a constant; see also Remarks 5.4 and Theorem 5.5.
Under these assumptions, (5.8) becomes

(5.25) ∂tc(x, t) = D∂xxc(x, t) +O(K2).

To verify the size of the O(K2) correction, note that all of the corrections to (5.8)
contain differences p(α∆x, t)− p(α′∆x, t) = O(∆xk|α|) for which Tα,α′ 6= 0. Conse-
quently, we may write, for example,

(5.26) −D
∑

α∈U−
j

p̃α + 2D
∑
α∈Uj

p̃α −D
∑

α∈U+
j

p̃α ≤ C

n=m∑
n=2

(Nk)n = O(K2),

where C is a constant.
By applying the same arguments to (5.16) and (5.18), we find

±D∂xc(x, t) = κ±(c
± − ceq) +O(Kk),(5.27)

where we identify κ± = D∆xφ± = Dφ±/∆x and ceq = K/L.
As ∆x → 0, we find that κ± → ∞ provided φ± remains bounded. Hence, our

analysis implies that in the absence of an attachment barrier, i.e. φ± = 1, the system
is in a diffusion limited regime, in which detachment from the step is a fast process
relative to diffusion. If φ± = O(N−1) as N → ∞, then κ± remains bounded, and
the system moves into an attachment/detachment limited regime in which diffusion
is the fastest process [16].

The two regimes for κ± also suggest that the timescale on which the step moves
depends critically on the behavior of φ± as N → ∞. In particular, if φ± = O(N−1),
then multiplying both sides of (5.23) by N implies that Nds(t)/dt is O(1); that is, the
step moves on a macroscopic timescale for which t/N = O(1). In studies of the BCF
theory, this regime is typically called the quasi-steady regime; physically, the system
is able to equilibrate on a timescale much shorter than the step motion.

9A rigorous proof of this claim would require a study of a priori estimates of the discrete equations,
which we do not pursue here.



Connection of KMC and BCF 25

6. Discussion. In this section, we (i) consider our results in the context of
experimental systems, (ii) review key assumptions underlying our kMC model and
indicate why they are physically acceptable, and (iii) discuss limitations of our model.

6.1. Real material systems. In our analysis, we require that D = O(N2)
and Nk � 1 as N → ∞ in order to derive BCF equations in the continuum limit.
The second condition (Nk � 1) in particular allows us to invoke the low-density
approximation. In this section, we discuss the validity of these conditions in the
context of real material systems.

The hopping rateD is usually defined as the Arrhenius functionD := fhe
−Eh/kBT ,

where fh = 1013 s−1 is an attempt frequency and Eh is an activation energy that is
extracted from measurements. Typical values for Eh range from 0.04 eV for Al(111)
to 0.97 ± 0.07 eV for Si(111) [18]. At temperatures between 300 K and 1000 K, we
estimate that 1012 s−1 ≤ D ≤ 106 s−1, depending on the material. As an example, we
consider Ni(110), for which Eh = 0.41 eV [18,37]; taking T ≈ 500 K (or kBT ≈ 1/24
eV), we estimate that D = 108 s−1. For a terrace with N = 1000 lattice sites and
L = 0.1 µm (i.e. atomic length a = 0.1 nm), we find D = D/(∆x2) = 1 µm2 s−1.

Experiments can also estimate the energy Eb [cf. (2.2)]. Typical values range
from approximately 0.3 eV for Ni(110) [37]10 up to 1 or 2 eV for Si(111) [20, 32, 33].
The use of the value Eb = 0.3 eV for Ni(110) [cf. (2.2)] yields k ≈ 10−4 at 500 K.
By combining this result with the assumption that N = 1000 (corresponding to L
that is a few hundred nanometers), we find that Nk ≈ 10−1, which suggests that the
low-density approximation is reasonable for this system at 500 K. In addition to these
formal estimates, both experimental and numerical results have verified that Ni(110) is
in a low-density regime at this temperature; see [37]. In this work, significant adatom
detachment on Ni(110) only begins to occur when the temperature was raised above
650 K; at 900 K, simulations show that roughly 1.5% of the lattice sites are occupied
by adatoms (see also [14]).

Experimental estimates of E± are also available [cf. (2.1)]. Often (but not always)
the Ehrlich-Schwoebel barrier [9, 36] E− is larger than the attachment barrier E+.
See, e.g., Table 6 in [18] for a detailed list of attachment/detachment barriers.11 For
Ni(110), one finds E− = 0.9 eV and E+ ≈ 0 eV, which implies φ− � 1/N and φ+ = 1
at 500 K. In a BCF model for this system, we therefore expect that κ− ≈ 0 and
κ+ = O(N), corresponding to J− = 0 and c+ = ceq (see section 5.4). Therefore for
this system, one finds different boundary conditions on each side of the step edge.

6.2. Consequences of dimensionality. Rules 2.1–2.5 impose several restric-
tions on the allowed atomistic transitions. In this section, we briefly discuss the
physical motivation of these restrictions as well as implications of relaxing them.

In both the kMC simulations of section 2 and master equation (3.2)–(3.7) of the
m-p model, we ignore adatom-pair interactions; see Remark 2.6. If we relax this
assumption by allowing nearest-neighbor adatom interactions, then the energy cost
to make any island should be constant, irrespective of its size (cf. Fig. 6.1); by
Boltzmann statistics, all islands are equally probable at equilibrium. On the other
hand, the probability of finding an island should decrease with its size (i.e. the number
of broken bonds); see Fig. 6.1. Therefore, we exclude adatom interactions in our 1D

10In [37], the activation energy Ea for creating an adatom is equal to Eh + Eb in our model.
Noting that Ea ≈ 0.7 eV in [37] and Eh ≈ 0.4 eV in [18,37] yields Eb ≈ 0.3 eV.

11The attachment/detachment barriers in Table 6 of [18] are not the same as E± in (2.1). In [18],
the definitions of Ea,u and Ea,l correspond to Eh +E− and Eh +E+ in our model. Our E± is the
excess energy, relative to the hopping barrier, required for adatom attachment/detachment.



26 P. N. PATRONE AND D. MARGETIS

Fig. 6.1. Islands in 1D versus 2D. In this figure, we assume that adatoms interact (i.e. form
bonds) with their nearest neighbors. (a) 1D: all islands have 1 broken bond. (b) 2D: smaller islands
(left) have less broken bonds than larger islands (right). The symbol Ω± denotes the upper (+) and
lower (-) terraces. Since the energy cost to create an island increases with the number of broken
bonds, larger islands are typically less probable than small islands.

model on the grounds that such interactions do not capture the physics of island
formation.

Our model also neglects processes that allow steps to move by more than one
lattice site at a time; see Remark 2.7. If we relax this assumption by allowing a step
atom to move while still forbidding adatom interactions, the step atom must break
n + 1 bonds, where n is the number of atoms to the right of the moving atom. We
forbid such processes on the grounds that they are unphysical, since the step atom
only has two nearest neighbor bonds. In a 2D setting where it is reasonable to allow
adatom interactions, the detachment of step atoms is a physically acceptable process
because it only breaks nearest-neighbor bonds.

6.3. Limitations of the kMC model. Our kMC model has limitations due to
the fact that we only consider a single step in 1D. In this setting, it is not possible to
derive step interactions. In many formulations of the BCF theory, such interactions
introduce an additional energy into the step chemical potential, so that the energy
cost of adatom detachment depends on the widths of the terraces adjacent to the
step [18, 28–30]. We speculate that in an appropriate multi-step, kMC model, this
energy penalty should appear as an additional, configuration dependent contribution
to Eb.

Because our kMC model is only 1D, we cannot account for the effects of anisotropy
in the crystal lattice. Such effects could be important in systems such as Si(001), where
diffusion rates are both direction and position dependent [32, 33]. We speculate that
an appropriate kMC model incorporating these features would lead to a BCF model
with an anisotropic and (potentially) position dependent diffusion coefficient.

Our analysis is also unable to determine the role that kinks play in the derivation
of BCF-type models. In 2D kMC models, it is known that kinks, which alter the
microscopic step profile, play an important role in determining the rates of adatom
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attachment/detachment processes. Moreover, in 2D BCF-type models, the chemical
potential (i.e. the energy cost to remove an adatom from a step), and consequently the
linear kinetic relations are typically assumed to depend on the local step curvature [30].
However, a derivation that expresses this dependence remains an open question.

7. Conclusion. In this paper, we formally derived a BCF-type model, with cor-
rection terms, from a kMC master equation for a single step in 1D. The central idea
of our approach was to exploit the fact that in our atomistic model, the number of
adatoms on the surface is typically small. We found that the BCF equations, with
corrections, describe the evolution of the average step position and average number
of adatoms on the surface. The correction terms account for adatom correlations. In
the low-temperature regime, we used a maximum principle to show that the correc-
tions remain small for all times, provided they are initially small; we identified this
restriction on the initial data as a near-equilibrium condition (cf. section 5.3). In
addition, our analysis (i) revealed the regions of parameter space in the kMC model
that lead to diffusion-limited kinetics and attachment/detachment-limited kinetics in
the BCF-type model, and (ii) indicated the atomistic origin (coming from the energy
barriers of the kMC model) of the step chemical potential for the step-continuum
system.

Our analysis leaves several open questions. Because our kMC model contains a
single step, we are not able to account for step interactions. Moreover, the 1D nature
of our analysis prohibits us from determining the roles that lattice anisotropy and
kinks play in the derivation of BCF-type models. In particular, an important task
is to derive the 2D step chemical potential, which is expected to depend on the step
curvature.
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the preparation of this article.

Appendix. On solutions of the 1-p and m-p models.
In this appendix, we prove certain properties of the models introduced in section 3.

First, we address the 1-p model.
Lemma A.1. In the 1-p model (3.13)–(3.17), any state j can evolve to any other

state j′ in a finite number of transitions.
Proof. By (3.20), there exists a finite sequence {Tj±1,j , Tj±2,j±1, ..., Ts0,s0∓1} of

transitions corresponding to the trajectory of states j → j±1 → j±2 → ... → s0∓1 →
s0, where the upper sign corresponds to the case j < s0 and the lower sign corresponds
to j > s0. Moreover, the reverse rate for each of these processes is non-zero, so that
there exists a sequence of transitions from s0 to j. Hence, every j can access every j′

in a finite number of transitions via the state s0.
In view of Lemma A.1, the transition matrix T is irreducible.
Lemma A.2. The transition matrix T given by (3.20) satisfies the Kolmogorov

criterion. That is, for any closed loop of states j → k → l → ... → m → j, the
product of rates in the forward direction equals the product of rates in the backwards
direction; i.e. the transition rates satisfy Tk,jTl,k...Tj,m = Tm,j ...Tk,lTj,k (summation
not implied).

Proof. By (3.20), the transition rates satisfy Tj,j′ = Tj′,j whenever j, j′ 6= s0.
Thus, if the sequence of states does not contain s0, the result is trivial. Next, assume
that the sequence of states contains s0, so that the transitions s0 → s0±1, s0±1 → s0
or s0 → s0 ± 1, s0 ∓ 1 → s0 will appear in the sequence of transitions. In these cases,
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the product of transition rates in the forward direction will include either the product
Ts0,s0±1Ts0±1,s0 = D2kφ2

± or the product Ts0,s0±1Ts0∓,s0 = D2kφ+φ−. But these
products equal the products of transition rates in the reverse directions. Hence, the
Kolmogorov criterion holds.

Next, we show corresponding results for the m-p model.

Lemma A.3. In the m-p model (3.2)–(3.7), any state a can evolve to any other
state a′ in a finite number of transitions.

Proof. We proceed by induction. First, we prove that a one-particle state can
transition to a zero-particle state. Then, assuming that any m-particle can transition
to an (m − 1)-particle state, we show that any (m + 1)-particle state can transition
to an m-particle state.

Consider the case a = {j}. From (3.4) and (3.6), state a can evolve into zero-
particle state a′ = {} via a finite sequence of transitions of the form {T{j−1},{j}, T{j−2},{j−1}, ..., T{s0},{s0+1}}.

Next, assume that all states a for which |a| ≤ m can evolve to an (m − 1)-
particle state via a finite sequence of transitions. We show that all a′ for which
|a′| = m+ 1 can also evolve to m-particle state via a finite sequence of transitions. If
1a′(s0 − |a′|+ 2) = n > 1, then by (3.4) we choose a sequence of n− 1 transitions in
which an adatom moves to the right by one lattice site. We call this new state a′′, for
which 1a′(s0 − |a′′|+ 2) = 1. By (3.6), we add to this sequence a transition in which
an adatom attaches to the step from the right, yielding a new state a′′′. But a′′′ has
the property that |a′′′| = m. This concludes the induction scheme.

Because all transitions are reversible, there exists a sequence of transitions from
{} to a′. Hence, any state a can evolve to a′ by first transitioning to {}.

In view of Lemma A.3, the transition matrix T given by (3.2)–(3.7) is irreducible.

Lemma A.4. The transition matrix T given by (3.2)–(3.7) satisfies the Kol-
mogorov criterion.

Proof. All transitions a → a′ for which |a| = |a′| have the same transition rate.
Therefore, the product of forward rates for any sequence of transitions (a = α) →
(a′ = α′) → ... → (a′′′ = α′′′) → (a = α) equals the product of the reverse rates.
Moreover, in any closed loop of transitions, any transition a → a′ for which |a| =
|a′| ± 1 introduces either the product Tα,α]{s0−|α|−1±1}Tα]{s0−|α|−1±1},α = D2kφ2

±
or the product Tα,α]{s0−|α|−1±1}Tα]{s0−|α|−1∓1},α = D2kφ+φ− into the product of
transition rates. But these products equal the products of the corresponding transition
rates in the reverse direction.

The existence and uniqueness of solutions to the 1-p and m-p models are guaran-
teed by

Proposition A.5. If T is irreducible and satisfies the Kolmogorov criterion,
then the system of ODEs ṗα = Tα,α′pα′ has a unique steady state solution when
t → ∞.

For a proof of this proposition, see [43], for example.
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